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Executive summary

Deliverable 2.3 describes the data collected during Period 2 of the project, the annotation efforts
and developed tools.

The document presents the call center data collection, together with its annotation and
indexation tasks.

The deliverable describes the web data collection and the work carried out for data extraction,
pre-processing and data indexing.

Finally document reports information about data publication and sharing beyond the consortium,
and the methods to obtain copy-righted free materials.
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1.0verview

1.1. Follow-up to Period 1 activities

During Period 1 (P1) of the project Speech and Social media data have been collected and
annotated. Regarding Speech data, DECODA, LUNA and call center data were collected and
annotated. During Period 2 (P2) of the project such collections have been indexed in Elastic
Search and can be queried using Kibana. The SENSEI ACOF tool has been updated and
improved to its version 2. Social Media data has been crawled constantly during the second
year of the project and new case studies have been developed. Parsers have been improved
and better indexing techniques have been used. All these updates will be presented in detail in
this deliverable.

The D2.3 data collection is composed of data files of speech and social media, pre-processed
and annotated. Following the D2.2 approach, the D2.3 data collection is composed of several
sub-collections:

e Speech:
o DECODA
o LUNA

e Social Media v2
o General News Topics
o Newspaper Publications
o RATP
o Orange
Some tasks necessary to achieve this deliverable are briefly described here:

e Split Social Media data collection index for performance and data growth handling

Topics validation and definition
e Adaptation of the Websays parsers to the required sources
e Update and bug fixing of crawling and parsing tools
e Evaluation and validation of the obtained data
¢ Import of machine annotated data and human annotated data in Elastic Search
D2.3 data collection is a continuation of the D2.2 collection.
The main work carried out since D2.3 is listed here:
e Speech:
o Internal (TP) and external (UNITN) Calibration
o Review of TP annotation work on the LUNA and DECODA corpus
o Definition of the new monitoring form with pre-filled synopsis and annotations

o Upgrade of the sensei ACOF tool and implementation of Elastic Search/Kibana
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o Annotation Agent oriented summarizes

o Annotation of conversation caller/requester-oriented (synopsis) on SENSEI Web
Annotation tool

o Analysis of machine generated annotations
e Social Data
o New parser added when needed
o Updated and corrected already existing parsers
o Development of new dashboard topics for new study cases
o Manual evaluation to detect errors
o Data corrections when needed
o Data index division to be able to handle growth and better performance

o New sorting system for better accessing large conversations in the collection

1.2. Approach

One of the goals of WP2 is to provide a unified view of “conversations” for both speech and text
dialogues. The xml representation used in the SENSEI repository is the result of a complex task
of abstraction to find common mappings between such different scenarios.

The designed data schema represents tokens following the next description:
TOKEN:

e Features
o category: pos tag
o kind: word
o length: length of word in characters
o root: lemma of word
o string: text of word
o turn_id: identifier of turn
o word_id: word identifier in current turn
o disfluency: disfluency marker
o named_entity: named entity label
o dep_label: dependency label
o dep_gov: word id of governor in turn
o id_text: marker for synchronization with TRS
o morpho: morphological features
o speaker: speaker id from TRS
o start_time: start time from beginning of conversation

o end_time: end time from beginning of conversation
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o eos: whether or not this word ends a sentence type
e type: Token
e id: unique hash of all features of word
e start: character offset

e end: character offset

1.3. Data Access

1.3.1. Public Data Access

The data publication and sharing beyond the consortium has been prepared following the
survey and conclusions extracted from deliverable D8.4 Second Ethical Issues Report.

The initial data set contains three parts and over 1M items. A small sample of all the collections
are provided for public online access from the SENSEI web site, together with this document,
which provides an overview of the data and instructions about how to request the entire data
sets. The method of data acquisition and usage is discussed in D8.2 Ethical Issues Plan. Here
we provide a summary, mainly repeating the same information, recalling the most relevant
information fully contained in deliverable D8.2.

For the Social Media collection, the website provides a data bundle for D2.1: a small sample of
1000 social media items from the Social Media collection, together with the entire list of public
URLs of the data crawled for this collection. The entire collection (as well as individual parts of
the collection) can be made available to the public upon e-mail request to sensei-
data@list.disi.unitn.it.

For LUNA data we provide a small complete sample; the entire collection is distributed as-is to
partners for evaluation and annotation through the data sharing agreement provided in the
Ethical Issues Plan (D8.2).

For DECODA data we provide a small complete sample. The entire collection is distributed by
SLDR/Ortolang (http://crdo.up.univ-aix.fr, ID: http://sldr.org/sldr000847). Researchers or
practitioners may get access to the annotated corpus of human conversations free of charge by
accepting the SLDR/ORTOLANG license.

For the Teleperformance data (limited to the annotations produced by QA Supervisors during
the filling of AOFs), is available to the partners internally since D2.1 and D2.2 constitute the first
public installment of the data. Similar to the social media data, the Teleperformance data can be
made available to the public upon e-mail request to sensei-data@list.disi.unitn.it.

1.3.2. Partner’s Data Access

For partners, a SVN data repository has been setup on one of the SENSEI servers containing
all the data for easy access. In the case of the LUNA collection, the data will be distributed as-is
to partners for evaluation and annotation through the data sharing agreement provided in the
Ethical Issues Plan (D8.2).
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The Websays Dashboard has also been made available to all partners in order to provide a rich
visual interface to browse the Social Media portion of the data.

All partner have web access, upon authentication, to the SENSElI ACOF Annotation tool
developed by Teleperformance, where they can find LUNA and DECODA selected
conversations with integrated the relatives machine annotations and human annotations.
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2.Period 2 data collection

2.1. Collection of Call-Centre Data

2.1.1. Previous work

Deliverable D2.1 described the LUNA and DECODA collections as well as the data model and
specifications of the data to be acquired for the Call Center Quality Assurance process.

Deliverable D2.2 described the selected set of data collected during the first year of the project,
the call center annotation efforts and the developed tools to annotate the conversations in
Italian and French language.

P1 annotation dataset contains human annotations for more than 300 different conversations.

2.1.2. Elastic Search - Kibana

In P2, an instance of Elastic Search and Kibana platform have been installed on the sensei
servers to collect data from multiple sources and have a near real-time search system to run
complex query and analyze data.

All Teleperformance annotated data of P1 and P2 have been converted to the JSON format
presented in Appendix A and loaded and indexed in Elastic Search.

The synopsis provided by AMU in P2 and the answers to questions provided by UNITN, have
been loaded in Elastic Search on the same index of TP annotated data in order to increase the
performance of the complex query that involve data from multiple sources.

For reporting and analysis purpose, Elastic Search offers many ways and methods such as
Marvel plugin, Kibana platform or calls to Elastic Search’s REST API, the choice depends on
the skill of the user.

As it is not easy to create query on Elastic Search, it has been developed a new report in ACOF
tool v2 that allows users, with minimal IT skills, to create complex query and analyze the result
in a customizable tabular output.

Data indexed in Elastic Search can be extracted and analyzed making calls to Elastic Search’s
REST API or using the Kibana platform, for that purpose in Appendix A are compared three
different way to interact with ES and Kibana, based on the experience and the skills of the
users.

2.1.3. SENSEI ACOF tool improvements

A full description of the tool and its main feature are described in Section 2.3 of D2.2, here we
present the major changes applied in P2 and released in version 2.0.

The first version of the tool was based on a relational database MY SQL and worked only with
data annotated by TP Quality Assurance.

After the installation of Elastic Search, the tool has been upgraded in order to call Elastic
Search’s REST API, anyway the MY SQL Database is not ceased but is maintained as a
backup of data: when a new Monitoring form is created, the tool save the data on both Elastic
Search and My SQL database.

D2.3 Data Collection Report Y2| version 2.0 | page 12/44



&
o® ° Q.

{ S'E.N.SEI} A

e PROGRAMME

This integration of annotated data coming from multiple partners and the development of new
view and reports that show these multiple data, let the SENSEI ACOF tool to well support the
Evaluation Tasks and scenarios, fully defined in D1.3.

The JSON format of annotated data is reported in Appendix A as well as the new view and
reports of the latter version of SENSEI ACOF are reported in Appendix B.

2.1.4. Annotations

The Annotations Activities during the P2 follow four macro areas:

e Evaluation of the reliability of the speech annotated corpus (test/retest and inter-
annotator agreement);

e Complete annotation of the data sets and study binding of language to metadata
annotations (Italian & French);

e Refinement of the evaluation metrics, and identification of baselines;
e Prepare spoken conversation collection for prototype evaluation.

To continue go on through the project it has been necessary to modify some tools and ACOF
Guide Line. Main review has been done on the Synopses, defined after meeting, focus group
and call conference. New Synopses guide line has been provided by and the way we need to
review the Synopses criteria is because Synopses of call-center conversations are collected in
order to evaluate the quality of systems that generate such summaries automatically. The
evaluation is performed by comparing the content of system-generated synopses with a set of
human-written synopses. Since every person will write different synopses when asked to
summarize a conversation, guidelines should limit the variability of human-written summaries,
and therefore limit the number of handwritten synopses required for modeling a “good”
summary of a conversation. The new target length of a synopsis is 7% of the number of words
of the conversation.

ACOFs are grids that the QA professionals use during call center conversation assessment. For
SENSEI we have defined a specific ACOF.

The ACOF items are scored, the following indicators can be reported:

e Overall score of the call quality;
e Overall score of the call quality for each main area of interest;
e Overall score for each single behavior within each area of interest;

¢ Identification and extraction of problematic calls, i.e. the ones scored below a given
threshold;

¢ Identification and extraction of calls managed by a given agent.

The ACOF was madified according on the need and in order to optimize selection of speech
segments that can support the QA professional evaluation.

In order to prepare spoken conversation collection for prototype evaluation was provided a list
of what is considered “positive word” that can influence the judgments about Pass/Fail/NA of
ACOF items. Was provided details about AOF items with respect their being evaluated at the
turn level/conversation level, and motivated on the basis of lexical choices of the Agent and/or
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QA professional perception of intonation. Based on the updating Guide Line existing Synopses
annotation has been updated. Everything based LUNA and DECODA conversational file audio.

In P2 Quality Assurance annotator was been involved in the Evaluation Phases. The Evaluation
scenario has been defined follow different analysis:

e Planning phases, lead during a meeting between Teleperformance and UNITN
representative (November 2014);

o Definition of the details on ACOFs human annotation in view of automatic generation;
¢ Planning of Corpus Annotation including ACOFs and Synopses;

e Evaluation scenario, where the man objective was the refinement of the evaluation
methodology based on evaluation results, refined metrics, and user acceptance criteria.

Task Evaluation Model (speech), is based on:

e Intrinsic evaluation:

o Synopses: comparison of automatic generated synopses with gold standard
assessing readability, fluency, and content (Pyramid, ROUGE)

o ACOF: assessed under different profiles:
= classification task;
= annotation task, including inter-annotator agreement.
e Extrinsic evaluation:
o Conversation retrieval with a complex user need;

o Comparison between two conditions: Baseline and SENSEIl-enabled ACOF
filling.

¢ Insight-oriented evaluation.
Annotation and evaluation workflow
The process of annotation and evaluation moves through 3 steps:

1. Gold standard creation
2. Intrinsic evaluation
3. Extrinsic evaluation

The gold standard creation step consists in the annotation of existing dialogs by expert
annotators, to obtain a complete and well annotated corpus to be compared with the results of
automatic algorithms and other manual annotation. Teleperformance has developed the
prototype to create this gold standard. The prototype gives annotators the possibility to listen
the dialog, read the transcription, answer precise questions, mark turns as evidence of their
answers, create two type of synopsis (brief and extended) and add free text comments and
notes. Follow statistics in the dashboard:

e annotated dialogs grouped by service (LUNA or DECODA);
e annotated dialogs grouped by service and annotator;

e annotation per file;
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e annotated scores per file.

The Intrinsic Evaluation consists in the automatic comparison of the algorithms results with the
gold standard of the different services. The extrinsic evaluation consists in measuring the
increment of performances (as # of task/time, or time per task) using the SENSEI additional
information during the annotation task in comparison with the traditional annotation methods.

Extrinsic Evaluation Baseline, the baseline annotation methods permits annotators to
annotate dialogs using the usual methodologies and instruments.

The details of the annotation activities are fully described in D1.3.

2.1.5. Statistics

The work of the remarks has had its continuation with subsequent monitoring with different
purposes. From 09/12/2014 to 30/06/2015, Teleperformance Quality Assurance professionals
produced 1.856 Agent Observation Form, of which 1.032 for Luna (audio recordings in Italian
language) and 824 for DECODA (audio recordings in French language).

In P2 for LUNA (audio recordings in Italian language) 1032 Agent Observation Form have been
annotated for 359 distinct dialogs.

Each conversation has been listened and evaluated from different evaluators. The average
qualitative score annotated is 59,4%.

Table 1: LUNA Annotators Scores

Score

Annotator Service |Average Num
Annotatorl LUNA 63,93 188
Annotator2 LUNA 48,51 160
Annotator5 LUNA 68,13 102
Annotator6 LUNA 56,69 235
Annotator3 LUNA 68,29 101
Annotator7 LUNA 58,65 246

TOTAL 59,4 1032

In P2 for DECODA (audio recordings in French language) 824 Agent Observation Form have
been annotated for 308 distinct dialogs.

Each conversation has been listened and evaluated from different evaluators. The average
qualitative score annotated is 84,45%.

Table 2: DECODA Annotators Scores

Score
Annotator Service |Average Num
Annotatorl DECODA 82,52 246
Annotator2 DECODA 70,77 142
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Annotator3 DECODA 88,71 274
Annotator4 DECODA 92,25 162
TOTAL 84,45 824

2.2. Web Data Collection

2.2.1. Previous work

Deliverable D2.1 presented the definition of a reach data schema for the collection of data and
metadata from social media. Many different social media sources were taken into account
(blogs, Twitter, Facebook, Youtube, etc.) and newspaper forums were targeted as the main
source of data because of their complex dialogue structure.

In D2.2 we presented the first year data collection with all the efforts done in data crawling,
manual data curation by Websays analysts, bug fixing, parsers improvements, etc. Meanwhile
partners started using the data and reported feedback to fix inconsistencies, make
improvements, crawl other data, etc.

Period 1 data collection contained over 4 million posts and over a 1.5 million conversations.

2.2.2. Data sources

As showed in deliverable D2.2 the system is configured to crawl by terms and from specific
domains. A list of data sources for which special parsers have been developed can be found on
Table 6 of D2.2.

For illustration, term queries for a SENSEI's crawl profile can be seen in Figure 1, on the other
hand, channels being crawled for specific newspapers can be found on Figure 2.

Search gueries
[

| Royal Mail | Shares | x
| Benedict Cumberbatch | Star Trek | *®
| Sochi Winter Olympics | | Corruption | *®
| Eiite social-workers | x
| London Fire Brigade | %
| Bank of England | cars | x
o .
| Abu Anas al-Liby | | kidnapping | *®
| chelsea ||m| x
| US deadlock | *®
[ Ukraine Crisis | x
| FIFA Worid Cup 2014 | x
Languages

All languages = l:]
Alllanguages |
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Figure 1: term queries

E3 Corporate Facebook Users, Pages and Groups W Corporate Twitter @users and #hashtags

(] The Guardian
‘- . i Facebook page
Le Monde.fr
i Facebook page

/ ¥ Corriere della Sera
i Facebook page

B Corporate Google Plus Users and Pages

Le Monde.fr
B Google+ page

[ ] The Guardian
= E Google+ page

Corriere della Sera

cafebabel

gﬂEEL W @cafebabel_ENG

cafebabel.fr
gﬂEEL W @cafebabel_FR

cafebabel.it
EL W @cafebabel_IT

J'n Le Monde

W @lemondefr
"~ 3 Corriere della Sera
a W @Corriereit

(] The Guardian
= . W @guardian

T

@ Corporate YouTube Channels

Google+ page
9 g

Corriere della Sera
3 YouTube channel
‘ @ )\ The Guardian

D YouTube channel

@ Corporate Instagram Users

B

Le Monde

@ Corporate LinkedIn People and Companies
D YouTube channel

E

Other Corporate sites

E

| http:/fwww.cafebabel.co.uk x || hitp:/fwww.cafebabelfr %

| hitp:/fwww.cafebabel.it % |

Figure 2: corporate channels monitored

2.2.3. Topics and Use Cases

Following the same approach presented in D2.2, for Period 2 data some topics have been
defined as to get more relevant and accurate data depending on the project needs.

Some topics presented in D2.2 are:
o RATP (Paris public transportation system)
e Orange (Telephone company)

Some other topics have been created for Period 2:

e “Charlie Hebdo”: about the terrorist attacks of 7" of January 2015. There are 95k posts
about this topic on the data collection. Next figure (Figure 3) shows the volume during
the days of the attack.
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Figure 3: Charlie Hebdo topic volume

e “Germanwings plane crash”: Germanwings plane crash of 24" of March 2015. There are
6k posts about this topic on the data collection. Figure 4 shows how the data sources
being monitored in SENSEI had no data at all about “Germanwings” company but
suddenly there is a huge growth in volume during the plane crash dates and after.

0k ® ®

Nov 2014 Dec 2014 Jan 2015 Feb 2015 Mar 2015 Apr 2015 May 2015 Jun 2015 Jul 2015

Figure 4: Germanwings volume

2.2.4. Content Extraction

As presented in D2.2 content extraction task is composed of three steps. Each step requires a
specially designed and developed module adapted to each of the sources aimed by SENSEI.

e Boiler Plate Detection
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¢ Content Extraction
e Structure Parsing

As data sources continually evolve and make changes to their respective web pages the
SENSEI specialized parsers have been updated when necessary. When analysts, partners or
the system have detected parsing problems for a given source the involved parser has been
updated and fixed.

For Period 2 new parser have been developed for Critizen®, el Confidencial Digital?, Corriere®
(to get the “mood” on comments) and Zucconi’s blog®.

2.2.5. Pre-processing
All documents crawled for the SENSEI data collection are pre-processed using the Websays
pipeline.
The main components for pre-processing documents are:

e Language Detection: as mentioned in D2.2 it is very challenging for short texts
(especially if they contain brands, acronyms, etc.). The method used to detect the
language of a post is:

o Fast look-up for similar texts with language label corrected by a human

o Remove terms that can mislead the automatic classifier

o Character heuristics for alphabet-specific languages (e.g. Japanese, Russian)
o Dictionary based frequent expressions

o A HMM based on character n-gram is used to detect the most likely languages

o A topic-specific error cost-matrix is used to correct biases (or boost specific
languages) for each specific topic

e Online-Terms Detection: a set of regular expressions are used to identity URLS, smi-
leys, @authors, hashtags, retweet and forward notations, etc.

¢ URL normalization: URLs in text are typically expressed as relative or partially specified
paths, and they can use URL shorteners. In this step URLs are normalized and resolved
so that they lead to their full unique URL. During 2015 there have been an special effort
to improve URL normalization taking into account new trends in parameterization in
newspaper content URLS.

¢ Named Entity Detection: a combined approach is used to named entity detection:
o Dictionary lookup method. Human analysts built the dictionaries.

o A CRF model trained on a standard generic named entity corpus is used to
detect named entities in English, French, Italian, Spanish and Portuguese

Sentiment Detection: a combined approach is used for sentiment detection:

L www.critizen.es

2 www.elconfidencial.com

3 www.corriere.it

# zucconi.blogautore.repubblica.it
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o A weighted-dictionary method is used to detect clearly positive and negative
expressions for Spanish, Catalan, English, Italian, French and German.

o A proprietary nearest-neighbour based method is used to detect similar posts

2.2.6. Data Statistics

Year 2 data collection contains over 10 million posts and over 1.3 million conversations. Data is
considered from 2014-11-01 to 2015-07-31. We will present detailed information about “General
News and Newspaper Social Media Publications” and “RATP”.

2.2.6.1. General News and Newspaper Social Media Publications

Figure 5 shows the monthly crawled posts and it shows that more than 1 M posts is crawled per
month. There are over 9 million posts and 1.3 million conversations.

2,000k
1,750k

1,500k

1,250k '\
o

1,000k

.\\‘—'—-—-

Nov 2014 Dec 2014 Jan 2015 Feb 2015 Mar 2015 Apr 2015 May 2015 Jun 2015 Jul 2015

Figure 5: monthly volume

Most frequent domains (and number of posts per domain):

www.youtube.com 93440
plus.google.com 92439
WWWw.corriere.it 34063
www.theguardian.com 17551
www.lemonde.fr 16119
www.independent.co.uk 6323
xml2.temporeale.corriereobjects.it 4639
www.reuters.com 1894
instagram.com 1872
video.corriere.it 1821
vimeo.com 1532
www.thetimes.co.uk 1090
roma.corriere.it 957
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milano.corriere.it 893
Www.nytimes.com 892
www.istanbulfinanshaber.com 856
zucconi.blogautore.repubblica.it 709
www.chron.com 693
uk.reuters.com 684
www.reddit.com 647
linkis.com 644
www.ft.com 615
www.dailymotion.com 575
timesofindia.indiatimes.com 502
www.newslocker.com a77
in.reuters.com 475
campus.lemonde.fr 425
abonnes.lemonde.fr 420

Most used languages are English, Italian and French as shown in Figure 6.

Welsh: 0.04% (4479)

Turkish: 0.14% (16095)

Swedish: 0.09% (9903)
Spanish: 0.57% (64938)

Russian: 0.21% (23976)
Romanian: 0.11% (12301) ]
Portuguese: 0.18% (20364)

Polish: 0.04% (4346)
Norwegian (Bokmal): 0.04% (4380)
Malay: 0.13% (14396)
Lituanian: 0.07% (7915) "'
Japanese: 0.09% (10338) ~/
Italian: 25.82% (2920328) /
Irish: 0.03% (3793)
Indonesian: 0.2% (22067) ' ||
German: 0.54% (61104) ' |
Galician: 0.08% (8502) '
French: 19.27% (2179376) -

Finnish: 0.15% (17344) \_j
0.04% (4502)

Estonian:

~ Other: 4.52% (511572)

' Arabic: 0.08% (8746)

Basque: 0.05% (6196)

Catalan: 0.07% (8362)

Chinese: 0.02% (2028)

- Czech: 0.05% (5460)
Dutch: 0.12% (13943)

/

/
/

T English: 47.19% (5338198)

Figure 6: used languages

Most frequent author location strings are presented in Figure 7.

D2.3 Data Collection Report Y2| version 2.0 | page 21/44



0® - °@® .
o o
® @9 ° )

{SENSE]} i

e PROGRAMME

Locations

London | 185,044 | | Paris | 128,846

France | 67,368 | Italia | 56,215 | | Milano | 54,333
Uk | 52,044 | | Reino Unido | 25,610

Roma | 22,508 | | London, Uk | 20,443

Francia | 19,584

Washington D C, And Garowe | 18,683

Paris, France | 18,292 | | México | 16,965
London, England | 15,557 | | Italy | 14,891
United Kingdom | 14,702

London, United Kingdom | 14,699

Worldwide | 14,415 | | Usa | 13,728

France, Evry | 12,608 | England | 12,600

Mew York | 10,911

Liverpool, United Kingdom | 10,603

Manchester | 8,758 | | Canada | 9,640

Earth | 9,604 | | Scotland | 9,407

Australia | 8,367 | | Twitter | 8,132 | | India | 8,028

Figure 7: author locations
2.2.6.2. RATP
There are 0.4 million posts with 163k conversations.

The monthly crawled data is presented in Figure 8.

120k
100k
80k
60k

40k

Nov 2014 Dec 2014 Jan 2015 Feb 2015 Mar 2015 Apr 2015 May 2015 Jun 2015 Jul 2015

Figure 8: RATP volume
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Most frequent domains (and number of posts per domain):

instagram.com 7430
www.youtube.com 3966
plus.google.com 1142
www.lefigaro.fr 826
bootstrap.liberation.fyre.co 478
www.liberation.fr 366
www.lemonde.fr 328
www.wizbii.com 327
vimeo.com 165
www.leparisien.fr 140
www.20minutes.fr 103
www.ratp.fr 76
ile-de-france.infosreg.fr 75
cyber-actu.com 59
WWW.Vianavigo.com 57
karepmudhewe.com 54
www.lepoint.fr 54
www.mobilicites.com 53
www.ghazli.com 48
fr.news.yahoo.com 47
www.rtl.fr 45
www.francetvinfo.fr 41
www.lesechos.fr 37
soundcloud.com 35
france3-regions.francetvinfo.fr 32
tomelbezphotography.tumblr.com 31
www.metronews.fr 31
lactualite24.com 28

Most used language is French as shown in Figure 9.
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Welsh: 0% (11)

Other: 3.08% (12679)
Turkish: 0.04% (174) 7 Arabic: 0.3% (1245)
Thai: 0.01% (38)
Swedish: 0.02% (79)

Spanish: 0.6% (2481)
Russian: 0.03% (112)
Romanian: 0.07% (304) /
Portuguese: 0.05% (198)/
Polish: 0.04% (15 5)/
Norwegian (Bokmal): 0.01% (24)
Malay: 0.08% (310)
Lituanian: 0.02% (96)
Japanese: 0.05% (197)
Italian: 0.64% (2642)
Irish: 0% (18)
Indonesian: 0.16% (649)
Hungarian: 0.01% (29) /
German: 0.08% (329)

Galician: 0.02% (85) / /
French: 88.33% (364081)

NN

_ Catalan: 0.04% (166)
Chinese: 0.01% (52)
Czech: 0.03% (107)
Dutch: 0.05% (220)
English: 6.2% (25564)
Estonian: 0% (17)
Finnish: 0.03% (127)

Figure 9: RATP languages

Most frequent author location strings are presented in Figure 10.

Locations

| Paris | 44,870 | | France | 22,414 |
| Paris, France | 7,981 | | Francia | 1,586 |

| Lyon | 1,566 | | Paris Ile De, France | 881 |
| Marseille | 765 | | Nantes | 847 | | Lille | 625 |
| Paris France | 583 | | Ile De, France | 566 |

| Toulouse | 548 | | Ile De France | 528 |

| Bordeaux | 520 | | Poissy | 436 | | Montpellier | 431 |

| France, Paris | 411 | | Eumpel 364 |

| #studio #onair #lignej | 362 | | 1dr | 348 |

|Yve|ines| 346 | | fle De Fram::e|339| | Mice |33~3|

| Montreuil |323 | | Toulon | 312 | | Brest | 310 |

| Versailles | 306 | | London | 295 | | Partout | 291 |
| En Gréve | 283 |

Figure 10: RATP author locations
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2.2.7. Data storage and navigation improvements

2.2.7.1. Time based index patrtitioning (sharding)

As seen in Figure 5 data on SENSEI account has been growing constantly. SENSEI data is
stored on a Websays dedicated server. To make the SENSEI account faster and able to handle
to constant high volume growth the SENSEI data has been split and older data has been moved
to another dedicated server.

Solr is the technology used to index and query for the SENSEI data using the Websays
Dashbord. When the amount of data to be indexed is large, sometimes it s good to split it in
parts and distribute those parts in different machines or nodes. Each of those Solr parts are
called shards (Figure 11).

SENSEI data has been split and two shards have been created. A new server has been
assigned to SENSEI to store the newly created Solr shard. Any time a query to the SENSEI
account is done in the Websays dashboard the system automatically queries both machines
and its respective shards and combines the results as if only one Solr server had been involved.

To be able to take these technologies into production a set of tools have been developed which
allow WEBSAYS administrators to split, dump and index data in the different servers.

Single@odelBhardsk

* Singlefhode@chemakll * Shards@Bchemal

=) |0

Figure 11: Sharding

2.2.7.2. Sorting data by Conversation Size

Sometimes, the large variety of data in the SENSEI account, as shown in 2.2.6 (Data Statistics),
makes it difficult for dashboard users to easily select only posts with comments (not single
posts). To help partners interested in such kind of content a new “sort” system has been added
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to the Websays dashboard. The “Conversation Size” sort system let users to sort their selected
posts by the size of their conversations.

Figure 12 shows a capture of the Websays dashboard showing that there are 26k posts for 13"
of August in the SENSEI account. Using the Conversation Size sort system the user can see on
top of the search the posts with highest number of comments.

0 (®] Export

Viewing 3611 Clippings (4 mentions, 2082 Facebook comment, 625 retweet) of 26,083.

) E3 The Guardian 13 August 2015 on €

The Guardian is backing Yvette Cooper MP for leader of The Labour Party. ‘Jeremy Corbyn has breathed extraordinary life into
the leadership race. The party must harness the energy he has unleashed, while choosing a chief who can govern and win'.
The Guardian view on Labour’s choice: Corbyn shaped the campaign, but Cooper can shape the future. The insurgent has
breathed extraordinary life into the Labour leadership race. The party must harness the energy he has unleashed, while
choosing a...
Read more

91y 11413 1170 [

Q show 1141 comments )

) Ed The Guardian 13 August 2015 on €

9 In a desperate appeal to Labour members and supporters written exclusively for the Guardian, the former prime minister urged
‘: , them to set aside their opinions about his three terms in power and save the party from self-destruction by rejecting Jeremy
B 7 Corbyn's politics.. Tony Blair: Labour faces ‘annihilation' if Jeremy Corbyn wins leadership. Former prime minister intensifies
s / warning to Labour leadership voters, urging them to reject Corbyn's policies and ‘understand the danger we are in’ (
v http://gu.com/p/4bezk/fo

)
N 4 Read more

& 513eh 1,060 218 [

show 1066 comments

"I % @RomaricChevrier 30 folowers 3days ago on €

RT @lemondefr: Depuis cette nuit, la Terre vit sur ses réserves
http://www lemonde.fr/ ticle/2015/.

o 184% [g

show 624 retweets

Figure 12: Websays Dashbord sort by Conversation Size

Sorting by Conversation Size is more complex than the already existing sort types in the
WEBSAYS dashboard. While other systems require a single query to the corresponding node
the conversation Size sort system requires multiple queries: first of all a facet query is done to
get of the conversations with the highest amount of comments. Afterwards, a query is
performed for each Id to be shown in the dashboard to obtain the desired posts and its
comments. This sorting system produces a heavy load on the system. On the other hand, it is
very useful for users. Feedback from partners working in WP3 and WP4 has been very positive.

Moreover, in the second year of the project, the development of the “conversation size” metric
for SENSEI (D2.2) opened a new venue in ranking content in Websays. Again, this was
introduced in the main Websays pipeline, and today 50% of clients benefit from this
development. Due to performance constrains, we cannot yet bring this feature to our largest
costumers (in terms of volume of data), so R&D continues on this front.

This is a feature improvement which finds its way in several Websays tools:

¢ New “Sort By” option sorting by conversation size allows client to quickly view the social
media items of most current impact and engagement.

D2.3 Data Collection Report Y2| version 2.0 | page 26/44

SEVENTH FRAMEWORK



{SE_NEEI}

SEVENTH FRAMEWORK
PROGRAMME

o New “Top-10” report shows to our clients the top-10 items (sorted by conversation size)
of each of their social media channels

e New Alerts: when then conversation-size metric grows beyond a certain threshold
(increasing over time) the client receives an SMS and/or email alert.
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3.Conclusions

With respect to social media data collection and preprocessing, work started in Period 1
continued throughout Period 2, adding new parsers, new topics of conversation. In order to
improve user access and browsing of the data we had to develop new index mechanisms (time
based index partitioning) and new ranking algorithms (conversation size) which successfully
allowed consortium partners to query and browse the data in order to find the most relevant
information.

Some of these developments have also been exploited commercially: by integrating them into
the Websays pipeline, Websays clients are already benefitting.

With respect to speech, the main activities for Period 2 have been focused on the review of
Global Guide line related to the ACOF and Synopses, defined during meeting, workshops and
internal (TP) and external (UNITN) Calibration. All the ACOF have been reviewed and re-
annotated on the LUNA and DECODA corpus. At the end of Period 2 started the planning and
also the deployment of Evaluation phases, based on intrinsic and extrinsic methodology. To
support the Annotation and Evaluation phases the ACOF tools has been enriched of new
features and the Elastic Search/Kibana solution has been adopted.

We have also worked on the resolution of IPR issues on the collected data (in synch with WP8),
use case development with WP1 and pre-processing and data preparation issues with the rest
of the packages.

In Period 3, we will continue data collection and pre-processing, with special focus on the needs
of the prototypes developed. The coexistence of machine annotated data and human annotated
data in Elastic Search, in conjunction with the reporting features of Kibana, will better support
data analysis activities and the prototype Evaluation phases. As the prototype takes shape,
Teleperformance will start proposing sensei technology to its clients and partners.
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Appendix A: Elastic Search

Elastic Search JSON Element Description

Element Type | Data Field Description
FileName String | Name of the Conversation file
Service String | Value in (DECODA,LUNA)
ScoreQuestion<i> String | <i>i=1....12

ScoreQuestion <i> contains the Score(PASS,FAIL,N/A) for question_id<i>

ScoreQuestionValue<i> | Float <i>i=1....12
ScoreQuestionValue <i> contains the Score for question_id<i> calculated taking into account
the weight assigned to question_id<i> and the value selected for ScoreQuestion <i>

Turn<i> String | <i>i=1....12
Turn<i> contains the Segment turns selected by Quality Assurance Professional answering
guestion_id<i>

FlagGeneral<i> String | <i>i=1....12
FlagGeneral<i> contains the value Y or N of FlagGeneral for question_id<i>
FlagGeneral<i> equal ‘Y’ indicate that there is no relevant speech turn for question_id<i>

Note<i> String | <i>i=1....12
Note<i> contains the Note related to question_id<i>
Synopsis String | Synopsis filled by Quality Assurance professional
SynopsisPredicted String | Synopsis machine generated and provided by University partners
Scorelisten Float Overall score of the Monitoring Form automatically calculated on the basis of weighted average
Comment String | Overall Comment of the Monitoring Form
StartDate Date Date & Time when the Monitoring Form has been loaded by Quality Assurance Professional to

start the evaluation of the conversation.
With the EndDate define the time spent to compile the monitoring form.

EndDate Date Date & Time when the Monitoring Form has been Completed and saved by Quality Assurance
professional.
With the StartDate define the time spent to compile the monitoring form.

idListen integer | Identifier of the Monitoring form saved in the MySQL database
idUser integer | Identifier of the User

sysdate date System insert date

sysdatemod date Last Modified date

LenSynopsis integer | Length as number of the characters contained in Synopsis
IpAddress String | IP Address of the user machine
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Elastic Search JSON Format

"mappings":{
" _default_":{
"properties":{
"Comment" :{
"type":"string"

}s
"EndDate" :{

ll.typell : Ildatell ,
"format":"dateOptionalTime"

}s

"FileName" :{

"type":"string",

"index":"not_analyzed"

s
"FlagGenerall":{

"type":"string",

"index":"not_analyzed"

s
"FlagGeneralle":{

"type":"string",

"index":"not _analyzed"

}s
"FlagGeneralll":{

"type":"string",

"index":"not _analyzed"

}s
"FlagGenerall2":{

"type":"string",

"index":"not _analyzed"

s
"FlagGeneral2":{

"type":"string",

"index":"not_analyzed"

}s
"FlagGeneral3":{

"type":"string",

"index":"not_analyzed"

}s
"FlagGenerald":{

"type":"string",

"index":"not_analyzed"

s
"FlagGeneral5":{

"type":"string",
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"index":"not_analyzed"

}s
"FlagGeneral6":{

"type":"string",

"index":"not_analyzed"

s
"FlagGeneral7":{

"type":"string",

"index":"not_analyzed"

s
"FlagGeneral8":{

"type":"string",

"index":"not_analyzed"

s
"FlagGeneral9":{

"type":"string",

"index":"not _analyzed"

s
"IpAddress":{

"type":"string",

"index":"not _analyzed"

s
"LenSynopsis":{

"type":"integer"

¥
"Notel":{

"type":"string"

}s
"NotelQ":{

"type":"string"

s
"Notell":{

"type":"string"

}s
"Notel2":{
"type":"string"
}s
"Note2":{
lltypell : "Str‘ing"
}s
"Note3":{
"type":"string"
s
"Noted": {
"type":"string"
}s
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SEVENTH FRAMEWORK

PROGRAMME

D2.3 Data Collection Report Y2| version 2.0 | page 33/44



.. é.....
®c0°°.°9

{SENSEI} .

e PROGRAMME

"Note5": {
ll.typell : "Str‘ing"
}s
"Note6": {
"type":"string"
}s
"Note7":{
"type":"string"
s
"Note8": {
"type":"string"
}s
"Note9": {
"type":"string"
s

"ScoreQuestionl":{

"type":"string",

"index":"not_analyzed"

}s

"ScoreQuestion10":{

"type":"string",

"index":"not_analyzed"

}s

"ScoreQuestion11":{

"type":"string",

"index":"not_analyzed"

}s

"ScoreQuestion12":{

"typell : "Str‘ing" B

"index":"not _analyzed"

}s

"ScoreQuestion2":{

"typell : "Str‘ing" B

"index":"not _analyzed"

}s

"ScoreQuestion3":{

"type":"string",

"index":"not _analyzed"

}s

"ScoreQuestiond":{

"type":"string",

"index":"not_analyzed"

}s

"ScoreQuestion5":{

"type":"string",

"index":"not_analyzed"
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"ScoreQuestion6":{
"type":"string",

"index":"not_analyzed"

}s
"ScoreQuestion7":{
ll.typell : "Str‘ing" ,

"index":"not_analyzed"

}s
"ScoreQuestion8":{
"type":"string",

"index":"not_analyzed"

s
"ScoreQuestion9":{
lltypell : "Str‘ing" B

"index":"not _analyzed"

s

"ScoreQuestionValuel”:{
"type":"float"

¥

"ScoreQuestionValuel0":{
"type":"float"

s

"ScoreQuestionValuell":{
"type":"float"

s

"ScoreQuestionValuel2":{
lltypell : |I_Floatll

s

"ScoreQuestionValue2":{
lltypell : |I_Floatll

s

"ScoreQuestionValue3":{
lltypell : Il_Floa_tll

s

"ScoreQuestionValued4":{
lltypell : |I_Floatll

s

"ScoreQuestionValue5":{
lltypell : |I_Floa_tll

s

"ScoreQuestionValue6":{
ll.typell : Il_Floatll

s

"ScoreQuestionValue7":{
lltypell : |I_Floa_tll
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s

"ScoreQuestionValue8":{
"type":"float"

s

"ScoreQuestionValue9":{
"type":"float"

s

"Scorelisten":{
"type":"float"

s

"Service":{
"type":"string",
"index":"not_analyzed"

s

"StartDate":{
lltypell : Ilda_tell ,
"format":"dateOptionalTime'

s
"Synopsis":{

"type":"string"

s
"SynopsisPredicted":{

"type":"string"

}s
"Turnl":{

"type":"string"

}s
"Turnle":{

"type":"string"

}s
"Turnll":{

"type":"string"

}s
"Turnl2":{

"type":"string"

}s
"Turn2":{

"type":"string"

}s
"Turn3":{

"type":"string"

s
"Turnd": {

"type":"string"

}s
"Turn5": {

I ——
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"type":"string"

}s

"Turn6" :{
"type":"string"

}s

"Turn7":{
"type":"string"

}s

"Turn8":{
"type":"string"

}s

"Turn9" :{
"type":"string"

s

"idListen":{
"type":"integer"

s

"idUser":{
"type":"integer"

s

"sysdate":{
"type":"date",

s

"sysdatemod" : {
"type":"date",

}

}
}
}

ES report Comparison
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The Report function of the ACOF tool v2.0 is a user friendly interface developed to run query on
Elastic Search by simply selecting some filtering criteria and have the result formatted in a

tabular output as shown in Figure 1.
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Visualizza il report degli ascolti effettuati.

Data o periodo:

User

Filename

Considerazioni

Synopsis

Data Inserimento/Modifica
Insert Date

Servizio

Note

Synopsis Predicted

Considerazioni Synopsis Synopsis Predicted Monit. Start Date Monit. End Date

Mostra
Subltem Score
colonne
1 - Rispetta la procedura di apertura PAS ¥ L
2 - Ascolta In maniera attiva e pone domande pertinenti FAIL ¥ !
3 - Espone le informazioni in maniera chiara, completa ed essenziale v
4 - Gestisce le obiezioni tranquillizzando il cliente e puntando sempre sulla sua soddisfazione v
5 - Geslisce con sicurezza la telefonata v
6 - Utilizza parole positive v
T - Segue lo script di Chiusura v
8 - E' educato e propositivo con il cliente v
9 - E' In grado di adeguarsi allo stile di comunicazione dell'interlocutore mantenendo sempre n
professionalita
10 - Gestione dei tempi: negozia I'attesa motivandone sempre la ragione v
11 - Capacita di ascolto v
12 - Prende in carico la problematica con ricontatto successivo v
|- | Elasticsearch query
Risultati: 73 - 7 Jil +] Transcription file Service  Score%  Insert Date Modify Date Inserted By Subltem  Subltem
1 2
690 20091112 RATP SCD_0122.trs DECODA 45 2014-09-26 2015-03-05 cosima.caramia PASS FAIL
18:28:37 12:27:00

Figure 13: ACOF Report view

The Kibana user interface is more complicated than ACOF report, because user has to write the
query using logical operator “AND” / “OR” and the format of the result is not customizable.
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. an a Discover  Visualize  Dashboard  Settings

ScoreQuestion1:PASS AND ScoreQuestion2:FAIL

Selected Fields
_source

=SOUEE *  ScoreQuestioni: [PASS ScoreQuestionii: ScoreQuestion2: [EAEH ScoreQuestion3: [PASS ScoreQuestiond: [PASS ScoreQuestions: [PASS ScoreQuesti
Fields m BEH ScoreQuestion7: [PASS ScoreQuestion10: PASS| ScoreQuestion9: [PASS ScoreQuestions: [PASS idlisten: 2428 FileName: 20091112 RATP_SCD_0794.t

Comment: Le conseillers est trés détaillée Synopsis: La Cliente veut savoir 1'itinéraire pour aller au 76 rue Aristid Briand a Levallois en pi

Comment
S u métro Ménilmontant. Le conseiller dit que Te trajet dure 45 minutes: elle doit prendre le métro Tigne 2 direction Porte Dauphine jusqu'a la F
ndDate
FileName
FlagGenerali *  ScoreQuestioni: [PASS ScoreQuestionii: PASS| ScoreQuestion2 ScoreQuestion3: |[PASS ScoreQuestion5: [PASS ScoreQuestion6: 5 ScoreQuesti
FlagGeneral10 B8S scoreQuestion10: [PASS| ScoreQuestion9 ejﬁ% ScoreQuestion8: [BASS idlListen: 699 FileName: 20091112 RATP_SCD_0122.trs Comment: . Synopsis
Tiente habite dans les Hauts-de-Seine et veut aller a Ta clinigue Ambroise Paré a Neuilly-sur-Seine. Le conseiller donne des indications pour z
FlagGenerali1
1'hépital Ambroise Paré a Boulogne, qui n'est pas Tla destination de la Cliente. Puis, i1 donne Tes indications correctes : bus 175 direction Gz
FlagGeneral12 P = R I SRS YT S R S S - B T = i i
FlagGeneral2
FlagGeneral3 *  ScoreQuestioni: |[PASS ScoreQuestionii: [EBEE| ScoreQuestion2: [EBEE ScoreQuestion3: [PASS ScoreQuestiond: [FAEH ScoreQuestionS: [EAEH ScoreQuesti
FlagGenerald BIY scoreQuestion7: [PHSS ScoreQuestion9: [BASS ScoreQuestions: [PASS| idListen: 1845 FileName: 20091112 RATP_SCD_0008_may.trs Comment:
Synopsis: La Cliente demande si le bus 486 fonctionne ce matin. La conseillere Tui donne Te numéro de la société du bus 071051356.
FlagGeneral5
SynopsisPredicted:  LenSynopsis: 7128 Service: DECODA Scorelisten: 2.5 IpAddress: 10.30.8.144 idUser: 5 sysdate: May 29th 2015, 15:41:57.00
FlagGeneralé Svedatancds” January 1st 1970. 02:00:00.000 "SEaFtDIEEY May 20th 2015. 16:00:52.000 EndDSte May 20th 2015. 16:07:51.000 ‘Scoreouectionvaluets’ 2
FlagGeneral?
FlagGenerals *  ScoreQuestioni: [BASS ScoreQuestionii: ScoreQuestion2: [E ScoreQuestion3: [BBSS ScoreQuestion4: [BASS ScoreQuestions: [BASS ScoreQuesti
FlagGenerald ScoreQuestion7: |[PAS§ ScoreQuestion10: [BASS| ScoreQuestion9: [BASS ScoreQuestions: [BASS idlisten: 1847 FileName: 20091112 RATP_SCD_0009_r
Comment: . Synopsis: La Cliente demande si le Rer B et C refonctionnent. Elle se doit rendre au 104 avenue de Verdun a Villeneuve la Garenne i

Figure 2: Kibana Report view

Another interface to run query on Elastic Search is to use the Marvel native plugin, that let user
to write the query and read the result in JSON format, as shown in figure 3 below.

Y- 192.168.56.101:9200

1 GET flatacof/acof/_search

2+ { 2 "took": 445,
3+ "query": { 3 “timed_out": false,

4~ "hool": { 4~ " _shar {

S~ "must": [ 5 “total®: 5;

6~ { 6 "successful": 5,

7~ “term": { 7 "failed": @

8 "ScoreQuestionl": "PASS" 8«

S T 9~

10+ T 1e

11~ { 11 ax_score": 4.76@5653,

12~ “term": { 12~ “hits": [

13 "ScoreQuestion2": "FAIL" 13~ {

14 « ¥ 14 "_in "Flatacof",

15~ ¥ 15 "ty acof",

16 ~ ] 16 Aot USLGKURAZSK@LZIrmxDu",

17 ¥ 17

18« ¥ 18~ {

1941} 19 "idListen": 781,

20 20 "FileName": "2@@91112 RATP_SCD_@5l@.trs",

21 21 "Comment": "le conseiller subit toutes les plaintes de la cliente pour le quelle avai-

subit un retard e le gréve du bus",

: "la cliente appelle pour se plaindre des informations limitées sur les
gréves , le conseiller dit que les gréves sont officialisé seulement la meme matin. La cliente est
trés agité pour les inconvénients qui on crée",

23 "SynopsisPredicted": "euh bon 13 une premigre jeune femme euh m' a envoyée chier en m
disant que que je me démerde et aprds je suis tombée sur un monsieur qui emmenait ses enfants 3 1'
école enfin ses jeunes filles donc il m' a acceptée de me prendre jusqu'd la Porte+d'Orléans le truc
comme+ca et aprés par+contre le ligne la ligne de bus trente-huit ils ont quand+méme pris la

¢ précaution de mettre des bus tous+les trois minutes euh ce matin hein alors+que le cent+quatre-vingt
4 -dix-sept qui double le RER+B n' a pas fait le le travail et+puis en+méme+temps ce+qu' on aimerait
bien c' est quand+méme avoir les informations en temps et en heure aprés bon woild parce+qu' en+méme
+temps c¢' est bon si ¢a dure un jour deux jours on peut.",

24 "LenSynopsis": 32255,

25

26

27

28 : 2,

29 date": "2014-12-16T16:55:051",
30 53:571",
31 "StartDate": "2014-12-01T12: ",
32 "EndDate": "2014-1@-01T12:33:421",
33 "ScoreQuest 1% "PASSY;

34 “ScoreQuestionyaluel": 2@,

35 "Notel": “",

36 "Turnl": "[4.508] bonjour [6.693]",
37 "FlagGenerall”

38 "ScoreQuestion2" FAIL",

39 E uestionYalue2": -20,

4@ "Note2": "subisce solo le lamentele”,
41 *Turn2%: -7,

42 "FlagGeneral2": "Y*,

a3 "ScoreQuestion3": "PASS".

Figure 3: Marvel Elastic Search view
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Appendix B: SENSEI ACOF tool v2.0

My SQL Data Model
In version 2.0 has been added the table tbiSynopsis which contains the synopsis automatically
generated by machine systems.

The data model of the application v2.0 is composed of eight tables, as illustrated in figure 9

below.
_| tbluser v —| tbllisten v 4 _| thllistenscore v 4 _| thisubitem v 4 _| tblitem v
idUser INT(11) idListen INT(11) - idScore INT({11) I_ IdSubItem IMT(11) = idltem INT{11)
|
Login VARCHAR(50) FileMame VARCHAR{100) li idListen INT{11) ] idItem INT{11) | Descriptionlta ¥ ARCHAR{1000)
Password VARCHAR(50) Comment ¥ ARCHAR(1000) : idSubItem INT(11) I DescriptionIta VARCHAR(1000) rr DescripionEng VARCHAR{1000)
Nom e VARCHAR(50) Synopsis VARCHAR{1000) | Score Y ARCHAR(4) I DescripionEng VARCHAR{ 1000) | DescriptionFra V ARCHAR{ 1000)
| - \
Cognome VARCHAR(S0) SynopsisBis V ARCHAR(1000) = ScoreValue FLOAT | DescriptionFra VARCHAR( 1000) fI sysdate TIMEST AMP
sysdate TIMEST AMP Synopsisew VARCHAR(1000) | | Mote V ARCHAR(500) I‘ sysdate TIMESTAMP | Active BIT{1)
| 1
Flag\Write BIT(1) LenSynopsis INT(11) : Turn V ARCHAR(5000) | Active BIT(1) | FlagDecoda BIT{1)
FlagRead BIT(1) Service VARCHAR(50) I FlagGeneral VARCHAR(1) IJ FlagDecoda BIT{1) jJ FlagLuna BIT(1)
FlagAdmin BIT{1) Score FLOAT : sysdate TIMEST AMP | FlagLuna BIT(1) o Weight FLOAT
| ) ) |
> IpAddress VARCHAR(50) | sysdatemod TIMESTAMP | @ thlitem_idItem INT{11) o >
|
sysuser VARCHAR(50) L sysuser VARCHAR(50) : >
sysdate TIMEST AMP L/ & thllisten_idListen INT(11) il - v
tblsynopsis
m tbllog v sysdatemod TIMESTAMP @ thlsubitem _IdSubItem INT{11) el Ll tbllanguage ¥
id INT{11)
idLog INT({11) StartDate TIMESTAMP > idLang INT{11) L
synopss_predicted TEXT
Action ¥ ARCHAR(100) EndDate TIMESTAMP Label VARCHAR(100)
trenscriptionFilename V ARCHAR(255)
sysuser VARCHAR(50) > Eng VARCHAR(1000)
source VARCHAR(255)
SessionID VARCHAR(100) Ita VARCHAR( 1000) >
IpAddress ¥ ARCHAR(50) Fra VARCHAR{1000)
sysdate TIMEST AMP Active BIT(1)
>

>

Figure 14: Data model of SENSEI ACOF tool v2.0

New View: Monitoring prefilled
The new view Monitoring prefilled has the same structure and functions of the Monitoring view
described in D2.2, with the following additional features:

e At the top of the page user visualizes the new field “predicted synopsis” which contains
the synopsis automatically generated and provided by University partners.

The answer to the question are pre-marked with the value automatically generated (if
present) provided by University partners.

With these new functions, when a user loads a transcription, some field’s value are
automatically set (i.e. question n. 2 sets as PASS) and if a Synopsis is available, it appears on

top of the form as showed in Figure 2.
The data are stored not only in MySQL Database but also in Elastic Search.
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Monitoring -
Simple F T
Sarvice Transcription file ‘ Audio Filename 20051112_RATP_SCD_0004 |

m

DECODA B 20091112_RATP_SCD_0004.trs B B

[4.364] Bonjour [5.538]
Synopsis predicted

OUi Bonjour eXcUsez -moi de vous déranger e voudrais savoir |' etat du trafic du RER+E parce+gue je dais me
rendre a et ' ai entendu dire qu' il §' arrétait a la Gare+du+Nord alors.

Description PASS FAIL N.A. Note

1) Call Opening |17 455] Aujourd'hui l'ntercallection ..

) 118.772]
Agent respects opening pracedure

m

[19.426] Est reprise? [20.067]

’Efmiva Spesch Tum [ General

[20.876] il y 2 trois trains sur quatre .

_— ) D'zccord ... [23.016]
2] Identification of the issue

Agent listens actively and asks relewant questions

[24.345] donc. . oui [25.036]

Effective Speech Tum

O General

Figure 2: Monitoring Prefilled view

New View: Report Elastic Search

The new report is based on Elastic Search and let user run complex query as required for the
prototype Evaluation phase described in D1.3.

The form accepts many filtering conditions and allows user to choose which fields to show in the
results table. The filtering conditions are all in AND logic, that means the system will return the
records that meet all the filtering conditions provided in the search.
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*¥ou show the manitoring report made

Date or period

User

Filename

Considerations

Synopsis

Insertediiodified Date

Service

Synopsis Predicted

Insert Date E|
DECODA E|

ot Filtering conditions

in AND

"I Considerations Y] Synopsis [¥] Synopsis Predicted | Monit. Start Date [C] Monit. End Date
e = = =

Subltem

1 - Agent respects opening procedure

2 - Agent listens actively and asks relevant guestions

5 - Agent manages the call with safety
£ - Agert Uses positive words
7 - Agent follows the closing script

8- Agent is polite and proactive with the customer

11 - Ahllity to listen

3 - Agent shows the information in a clear, comprehensive and essential way

4 - Agent manages the objections reassuring the customer and ahways focusing on client satistaction

9 - Agent is able to adapt to the style of client's communication always maintaining professionalism

10 - Agent Management: he negotiates the wait always giving reasons

Score Show colummn’

pas Columns to

show in the
result

=l

FAIL

=

=

O 0O O0DO0O3d O

[ e P e e e T e e e ]

:] [ Elasticsearch query

Figure 3: Elastic Search Report - Query view
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D Transcription fie

B74 2009111 2_RATP_SCD_0017 tre

6339 20031112_RATP_SCD_M22trs

1497 20091112_RATP_SCD_M22trs

Synapsis

le client demande =il v
ade grA@ves sur lex
lignes ce bus ce matin
et 2ily ades
informations
pri@cises aux dates
de passage
apprazimatif. Le
conzeiller rhgponde
ouelle n'a pas des
informations precises
et les horaires, le client
demands sussi du bus
162 et 182 le conseiller
confirme que le 162
marchant
normalemante mais le
182 est en gridve

La Cliente hahite dans
Iz Hauts-te-Seine &t
veut sller £ la clinigue
Ambroise Pard@ &
Mewily-sur-Seine. L
canzeiller donne des
incications pour aller
A ' Fpital Ambroise
Pardid £ Boulagne,
oui n'est pas la
destination de la
Clierte. Puis, il donne
les indiications
carrectes : hus 175
direction Gabriel
PAEr, descendre &
port Binsau puis 164
direction porte ce
Champerret et
descendre & arrdst
Wictor Hugo

Le cliert appelle pour
savoir comment aller

SynopzisPredicted Service

d'aceord donc euh un sur DECODA
guatre mais il 'y & pas de

MOYEN e Savoir.

alors par+contre pour DECODA
rA@cUpAErer e bus
suivart o' est pas au
miime arr i3 parcerque le
cent+saixante-guinze vous
lgizse Sur e guai hein, oui
par+rapport+au au cent
cinguante sept qui passe
dans le secteur sur ls guai
en+falt hein ausniveau+dy
quai done pour aller au I
Hé. Fpital+smbroise+Par de
on va dire suh vous avez '
arrdat Bellin gui est pas
tréis loin sussi

alors par+contre pour DECODA,

riEcupiErer e bus

Score %

Bk

43

B

Insert Date:

2014-12-16
125803

2014-09-26
18:28:37

2015-02-24
1301:56

Maify Dte

2015-02-24
142515

2015-03-05
12.27.00

2015-03-09
153611

Figure 4: Elastic Search Report - Result view

Data Export to Excel

Inserted By

&0

-

Subttem
1

PASS

PAZE

PASS

SEVENTH FRAMEWORK
PROGRAMME

Subtem  Subltern  Subltem
2 3 4

FAIL PASS FaIL

FaIL PASE A,

FAIL FAIL PASS

Export function allows all authenticated user to extract off Elastic Search all annotated data. The
Excel format and the data to include in the export, are the same of the result table in the Elastic
Search Report (see previous Figure 4).
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Appendix C: State of Data Collections

Size of Speech Data per Language

SEVENTH FRAMEWORK
PROGRAMME

Speech  Data | TP Annotation Activity TP Annotation Activity | Language
Sets Available |Y1 (M1-12) Y2 (M13-24)
572 LUNA | 200 different dialogs have | 359 different dialogs have | Italian
dialogs been annotated with AOF | been annotated with
included segment turn and | ACOF included segment
COF. turn.
1500 DECODA | 118 different conversations | 308 different dialogs have | French
Conversations have been annotated with | been annotated with
AOF included segment turn | ACOF included segment
and COF. turn.
Size of Social Data Sets Per Language
Type Language N. of Dialogues or N. of tokens
posts
Social Media, News and | English 8M >800M
Blogs
Social Media, News and | French 3.2M >320M
Blogs
Social Media, News and | Italian 3.8M >380M
Blogs
Social Media, News and | Spanish 4AM >40M
Blogs
Social Media, News and | Other Languages 1.1M >110M
Blogs
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