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Abstract We overview the framework and the results for the Author Profiling
Shared Task organised at PAN 2015. This year’s task aims at identifying age,
gender, and personality traits of Twitter users. With the help of an online person-
ality test1 a dataset was collected from Twitter with annotations about age, gender,
and the Big Five personality traits in the four languages English, Spanish, Italian,
and Dutch. The paper in hand presents the approaches of 22 participants.
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1 Introduction

Author profiling distinguishes between classes of authors by studying their sociolect
aspect, i.e., how language is shared or how an author can be characterized from a
psychological viewpoint. This information helps in identifying profiling aspects such
as gender, age, native language, or personality type. Author profiling is a problem of
growing importance, among others for applications in forensics, security, and market-
ing. From a forensic linguistics perspective, for example, one would like to learn about
the linguistic profile of the author of a harassing text message (language used by a cer-
tain type of people) and identify certain characteristics (language as evidence). From
a marketing viewpoint, companies may be interested to learn about the demographics
of people who like or dislike their products, given blogs and online product reviews as
analysis source.

In the Author Profiling Shared Task at PAN 20132, the identification of age and
gender relied on a large corpus collected from social media [64]. At PAN 20143, the
objective was to extend the age and gender identification task to new genres, namely
social media, blogs, Twitter, and hotel reviews [63]. Except for the hotel reviews sub-
corpus used at PAN 2014, which was available in English only, all documents were

1 In order to address ethical and privacy issues, authors were asked for their permission to use the
tweets when answering the personality test. The dataset was anonymised, password protected,
and released to task participants only.

2 http://webis.de/research/events/pan-13/pan13-web/author-profiling.html
3 http://webis.de/research/events/pan-14/pan14-web/author-profiling.html



provided in both English and Spanish. This year, besides the focus on age and gender
identification, we introduce the task of personality recognition. Furthermore, contrary
to most of the existing research in computational linguistics [3] and social psychol-
ogy [53], which focuses on the English language, we broaden the analysis in terms of
languages: in addition to English, we provide data also in Spanish, Italian, and Dutch.

The remainder of this paper is organised as follows. Section 2 covers the state of the
art, Section 3 describes the corpus and the employed evaluation measures, and Section 4
presents the approaches submitted by the participants. Section 5 and 6 discuss results
and draw conclusions respectively.

2 Related Work

The following sections describe the related work for age and gender identification as
well as personality traits recognition.

2.1 Age and Gender Identification

Pennebaker’s [54] investigated how the style of writing is associated with personal
attributes such as age and gender. In [3] the authors approached the task of gender
identification by combining function words with parts-of-speech (POS). They analysed
formally written texts extracted from the British National Corpus and achieved approxi-
mately 80% classification accuracy. Similar research was done by the authors in [26, 8].

Recently, most investigations focus on social media. In [31], for example, the au-
thors studied the problem of automatically determining an author’s gender by propos-
ing combinations of simple lexical and syntactic features; they achieved an accuracy of
about 80%. Schler et al. [68] studied the effect of age and gender in the style of writing
in blogs; the authors gathered over 71,000 blogs and obtained a set of stylistic features
like non-dictionary words, parts-of-speech, function words and hyperlinks, combined
with content features, such as word unigrams with the highest information gain. They
obtained an accuracy of about 80% for gender identification and about 75% for age
identification.

We want to point out that the previously described studies were conducted with texts
of a length of at least of 250 words. The effect of data size is known, however, to be an
important factor in machine learning algorithms. Zhang and Zhang [77] experimented
with short segments of blog post, specifically 10,000 segments with 15 tokens per seg-
ment, and obtained 72.1% accuracy for gender prediction, compared to more than 80%
in the previous studies. Similarly, Nguyen et al. [46] studied the use of language and
age among Dutch Twitter users, where the documents are really short, with an average
length of less than 10 terms. They modelled age as a continuous variable as they had
previously done in [47] and used an approach based on logistic regression. They also
measured the effect of gender on the performance of age detection, considering both
variables as inter-dependent, and achieved correlations of up to 0.74 and mean absolute
errors between 4.1 and 6.8 years.

With regard to the shared task on Author Profiling at PAN [64, 63], most participants
used combinations of style-based features such as frequency of punctuation marks, cap-
ital letters, quotations, together with POS tags and content-based features such as Latent



Semantic Analysis, bag-of-words, TF-IDF, dictionary-based words, topic-based words.
Irrespective of the good performance of n-gram features as reported in [27] and [52],
it is worth to mention the effect of more elaborated features as well. For example, the
second order representations based on relationships between documents and profiles by
the best performing team at PAN-AP 2013 and 2014 [35, 34], or the use of colloca-
tions by the best performing team on English data in 2013 [40]. Recently, The Emo-
Graph [62] graph-based approach tries to capture how users convey verbal emotions in
the morphosyntactic structure of the discourse, obtaining competitive results with the
best performing systems at PAN 2013. Moreover, using the PAN-AP-2013 dataset, the
authors in [75] investigate a high variety of different features and show the contribution
of information-retrieval-based features in age and gender identification. In [36], the au-
thors approach the task with 3 million features in a MapReduce configuration, obtaining
high accuracies with fractions of processing time.

2.2 Personality Recognition

Personality may be defined along five traits using the Five Factor Theory [15], which is
the most widely accepted in psychology. The five traits are: extroversion (E), emotional
stability / neuroticism (S), agreeableness (A), conscientiousness (C), and openness to
experience (O). The automatic recognition of personality from text has been addressed
by pioneering works about 10 years ago. Argamon et al. [72] focused on two of the Big
Five traits (Extraversion and Emotional Stability), measured by means of self-reports.
They used Support Vector Machines, trained on word categories and relative frequency
of function words, to recognize these two traits. In a similar way, Oberlander and Now-
son [49] worked on the classification of personality types of bloggers by extracting
patterns in a bottom-up fashion. Mairesse et al. [38], investigated systematically the
usefulness of different sets of textual features exploiting psycholinguistic dictionaries
(LIWC4 and MRC5). They extracted personality models from self-reports and observed
data, and they reported that the openness to experience trait yield the best performance.

In more recent years, the interest in personality recognition has developed into two
areas: the analysis of human behaviour and social network analysis. Several studies
have started exploring the wealth of behavioral data made available by cameras, micro-
phones [56, 6, 43, 33, 2], wearable sensors [50, 28], and mobile phones [70, 14, 44],
by linking personality traits to dimensions such as face to face interaction or speech,
video, and text transcriptions. But, researchers have also focused on personality pre-
diction using corpora of social network data, such as Twitter and Facebook, exploiting
either linguistic features in status updates, social features such as friends count, and
daily activity [19, 60, 13]. Kosinski et al. [32] made an extensive analysis of differ-
ent features, including the size of friendship network, the uploaded photos count and
attended events, finding the correlations with the personality traits of 180,000 Face-
book users. They reported very good results in the automatic prediction of Extraversion.
Bachrach et al. made an extensive analysis of the network traits (size of friendship net-
work, uploaded photos, events attended, the frequency a user has been tagged in photos)

4 http://www.liwc.net/
5 http://www.psych.rl.ac.uk/



that correlate with personality of 180,000 Facebook users. They predicted personality
scores using multivariate linear regression, and reported good results on extroversion.
Schwartz et al. [69] analyzed 700 million words, phrases, and topic instances collected
from the Facebook messages of 75,000 volunteers, who also filled a standard Big Five
personality test. Their results showed interesting correlations among words usage and
personality traits. For example, extroverts were more likely to mention social words,
whereas introverts were more likely to mention words related to solitary activities.
Neurotic people, however, disproportionately use the phrases “sick of” and the word
“depressed”, whereas emotionally stable individuals wrote about enjoyable social ac-
tivities that may foster greater emotional stability, such as “sports”, “vacation”, “beach”,
“church”, or “team”. Since almost all researchers who worked in personality recogni-
tion used different evaluation measures and procedures, it is not easy to exactly define
the state-of-the-art regarding the classification effectiveness. This fact lead to evaluation
campaigns such as the Workshop on Computational Personality Recognition [12].

There are many applications of automated personality recognition, for example in
security and deception detection [16], or recommendation systems [66]. Recently, it has
been found that computer-based personality judgments are more accurate than those
made by humans [76]. A very good overview of the recent work done in automatic
personality recognition can be found in Vinciarelli and Mohammadi [73].

3 Evaluation Framework

This outlines the construction of the corpus, highlighting particular properties, chal-
lenges, and novelties. Moreover, the evaluation measures and the software submission
procedure based on TIRA are described.

3.1 Corpus

We have collected the PAN-AP-2015 corpus from Twitter in the four languages English,
Spanish, Italian, and Dutch. The corpus is annotated with gender and personality traits
as well as with age classes (English and Spanish only). The age and gender information
was reported by the Twitter users themselves. For labelling age, the following classes
were considered: a) 18-24, b) 25-34, c) 35-49, and d) 50+. Personality traits were self-
assessed with the BFI-10 online test [61] and reported as scores normalized between
-0.5 and +0.5 (the mean for each trait is reported in Table 1). As in the previous edition
of this task, the dataset was split into three parts, namely for training, for early birds,
and for test. The distribution of the labels in the corpus is reported in Figure 1. The
corpus is balanced wrt. gender, but the skew of the age distribution is considerable due
to the lower number of aged 50 and older using Twitter.6

3.2 Performance Measures

The evaluation of the participants’ approaches relies on two different measures. For
age and gender identification the accuracy measure was used. In particular, we calcu-
lated the ratio between the number of correctly predicted authors by the total number

6 http://www.pewinternet.org/fact-sheets/social-networking-fact-sheet/



Table 1. Distribution of Twitter users with respect to the labels in the corpus per language.

Training Early birds Test

EN ES IT DU EN ES IT DU EN ES IT DU

Users 152 110 38 34 42 30 12 10 142 88 36 32

18-24 58 22 16 6 56 18
25-34 60 56 16 14 58 44
35-49 22 22 6 6 20 18
50+ 12 10 4 4 8 8

Male 76 55 19 17 21 15 6 5 71 44 18 16
Female 76 55 19 17 21 15 6 5 71 44 18 16

E (mean) 0.16 0.18 0.17 0.24 0.19 0.15 0.16 0.21 0.17 0.16 0.15 0.24
S (mean) 0.14 0.07 0.20 0.21 0.11 0.07 0.24 0.23 0.13 0.09 0.20 0.22
A (mean) 0.12 0.14 0.22 0.13 0.14 0.17 0.17 0.14 0.14 0.14 0.19 0.15
C (mean) 0.17 0.24 0.18 0.14 0.17 0.22 0.22 0.17 0.17 0.21 0.21 0.17
O (mean) 0.24 0.18 0.23 0.29 0.28 0.19 0.29 0.27 0.26 0.19 0.25 0.28

of authors. We calculated individual accuracy scores for each language, gender, and
age class. Finally, we combined the accuracy values to obtain a joint identification of
age and gender in each language. For personality recognition the Root Mean Square
Error (RMSE) for each trait in each language was computed using Equation 1, where n
denotes the number of authors, fi the value for trait i, and f̂i the predicted one.

RMSE =

√∑n
i=1 (f̂i − fi)2

n
(1)

RMSE measures the distance of the predicted value to the true value for this trait.
It is a measure of error, so the lower is the score, the better is the performance. The
overall RMSE per language was computed as the arithmetic mean of each trait RMSE.
We have combined the joint accuracy with the global RMSE following Formula 2.

rank =
(1−RMSE) + joint_accuracy

2
(2)

Finally, the global rank is calculated as the arithmetic mean of the previous ranks.

3.3 Software Submissions

We continued to invite software submissions instead of run submissions for the third
time. Using software submissions, participants are asked to submit executables of their
author profiling software instead of just the output (also called “runs”) of their softwares
on a given test set. Our rationale to do so is to increase the sustainability of our shared
task and to allow for the re-evaluation of approaches to Author Profiling later on, for
example, on future evaluation corpora. To facilitate software submissions, we devel-
oped the TIRA experimentation platform [21, 22], which provides service to handle
software submissions as simple as run submissions. Using TIRA, participants deploy



their software on virtual machines at our site, which allows us to keep them in a running
state [20].

4 Overview of the Submitted Approaches

This year 22 teams have submitted software and notebook papers. On the basis of what
they explained in their notebook papers, this sections presents a summary of their ap-
proaches in terms of preprocessing steps, features, and classification algorithms.

Preprocessing Most participants carried out some kind of preprocessing, however,
in first place to remove HTML code from the tweets [4, 24, 45, 65]. Also hashtags,
urls and mentions were handled by many participants [4, 23, 24, 37, 48]. For example
in [23] the authors changed mentions, urls, and hashtags for predefined tokens. Sim-
ilarly, in [37] the authors replaced urls with the URL token, or in [37] the urls were
completely removed. Although the dataset was cleaned before releasing, in [5, 58] the
authors preprocessed tweets to remove RTs and shares. In [7] the authors lowercased
the texts and removed numbers and stop words, such as in [74] where the authors also
applied stemming. The authors in [48] removed all character sequences representing
emojis in the original tweets, and the authors in [57] removed tweets with fewer than
five words. Regarding feature selection, the authors in [41] applied Support Vector Ma-
chines (SVM), Recursive Feature Extraction (RFE) [25], and Fordward-Backward for
age/gender and personality traits.

Features Similar to the previous editions, participants approached the task with com-
binations of style-based and content-based features, as well as their combination in
n-gram models [7, 29, 58]. For example, character n-grams [23, 37, 71], word n-
grams [4, 18, 45, 48, 51], TF-IDF n-grams [7, 18, 24, 51, 71], POS n-grams [23, 51].
In [57], the authors obtained 10 different kinds of n-grams (lemmas, words, relations,
POS, etc.) from the dependency tree.

Participants combined also a high variety of different stylistic features, such as
punctuation signs [7, 41, 51, 55], emoticons [7, 48, 51, 57, 59], word length [24], sen-
tence length [55], character flooding [18, 29, 48], verbosity [71], letter case [18, 24, 29],
question marks [37], and question sentences [55]. Other participants took advantage of
specific Twitter elements, such as links, hashtags, or mentions [18, 24, 29, 41, 48, 51,
57].

Regarding the content-based features, the authors in [37, 39, 41, 58, 65] used topic
modelling with Latent Semantic Analysis (LDA). More shallow features were used
in [30] where authors obtained the 200 most frequent terms, or the combination of bag-
of-words with other features in [51]. Moreover, in [37] the authors use Family Tokens
(my wife/husband, my girlfriend/boyfriend, my hubby, my bf, etc.), and in [45] the
authors use the most discriminant words among classes. Finally, Named Entities were
taken into account in [48].

Resources such as LIWC [4, 5, 41] or NRC [18, 29] where considered to obtain
psycholinguistic features such as polarity words and emotions [18, 29, 48, 51, 59].
Also other dictionaries, some of them were manually compiled, with Ironic Words [51],



Taboo Words [51], or Informative Words [5, 7] where employed to evaluate specific
properties of the contents.

Specific features were used in [74], where participants obtained features employed
in information retrieval (IR) such as the cosine similarity or the Okapi BM25 document
model. Finally, we would highlight the best performing team [1], who combined Latent
Semantic Analysis (LSA) with second order features based on relationships among
terms, documents, profiles, and sub-profiles.

Classification Approaches All participants approached the tasks as a machine learn-
ing problem, i.e., a classification problem to predict age and gender, and a classification
or regression problem to predict personality traits. Most participants employed Support
Vector Machines. For example, in [1, 23, 45, 57] all tasks were approached with LibLin-
ear. In [7, 24, 29, 48, 58] SVMs were used for the classification of age and gender, and
regression for personality recognition. Other participants used decision trees, such as
the authors in [5], who used SVM for classification but Random Forest for regression,
or the authors in [51, 65], who used Random Forest and J48 respectively for classi-
fication and regression. Moreover, the authors in [39] used Rotation Forests for both
age and gender as well as personality traits. With regard to other algorithms, Bagging
was used for regression in [39], Linear Discriminant Analysis for regression in [41],
Stochastic Gradient Descent for classification and Ensemble of Regressor Chains Cor-
rected for regression in [4], Linear Regression in [18], Ridge for regression in [71],
Logistic Regression in [37], and distance-based approaches in [30, 55, 59].

5 Evaluation and Discussion of the Submitted Approaches

In this section we show a summary of the obtained results for the 22 teams. Table 2 com-
prises the ranking and the overall performance per language. Observe that the highest
accuracies were obtained on the Dutch dataset, with values over 90% in some cases.
Note that this dataset contains the smallest number of authors. The worst results were
obtained in the English dataset, which also contains the highest number of authors.
However, the results may be explained by the absence of age identification in Dutch,
which renders the task easier. Similar effects can be observed with more related lan-
guages such as Italian and Spanish, where accuracies for the first one are higher.

The approach of alvarezcarmona15 [1] performs overall best, and it is among
the top three in every language. The authors combined the Second Order Represen-
tation, which allowed them to obtain the best results in PAN task in 2013 [35] and
2014 [34], along with LSA. On the other hand, gonzalesgallardo15 [23] and gri-
vas15 [24] achieved results very close to alvarezcarmona15, and they are also among
the top three in every language. The team of gonzalesgallardo15 used combinations
of char and POS n-grams, and grivas15 combined TF-IDF n-grams with style-based
features.

We carried out Student’s t-test, which shows no significant difference between al-
varezcarmona15 and gonzalesgallardo15 (z0.05 = 0.1918 < 1.960), grivas15 (z0.05 =
1.0444 < 1.960) and kocher15 (z0.05 = 1.6588 < 1.960) at 95% of confidence, and
between alvarezcarmona15 and sulea15 (z0.01 = 2.0073 < 2.3260) at 99%. The teams
of ashraf15, kiprov15 and markov15 participated not in all languages. We would like to



Table 2. Global ranking as average of each language global accuracy.

Ranking Team Global English Spanish Italian Dutch

1 alvarezcarmona15 0.8404 0.7906 0.8215 0.8089 0.9406
2 gonzalesgallardo15 0.8346 0.7740 0.7745 0.8658 0.9242
3 grivas15 0.8078 0.7487 0.7471 0.8295 0.9058
4 kocher15 0.7875 0.7037 0.7735 0.8260 0.8469
5 sulea15 0.7755 0.7378 0.7496 0.7509 0.8637
6 miculicich15 0.7584 0.7115 0.7302 0.7442 0.8475
7 nowson15 0.7338 0.6039 0.6644 0.8270 0.8399
8 weren15 0.7223 0.6856 0.7449 0.7051 0.7536
9 poulston15 0.7130 0.6743 0.6918 0.8061 0.6796
10 maharjan15 0.7061 0.6623 0.6547 0.7411 0.7662
11 mccollister15 0.6960 0.6746 0.5727 0.7015 0.8353
12 arroju15 0.6875 0.6996 0.6535 0.7126 0.6843
13 gimenez15 0.6857 0.5917 0.6129 0.7590 0.7790
14 bartoli15 0.6809 0.6557 0.5867 0.6797 0.8016
15 ameer15 0.6685 0.6379 0.6044 0.7055 0.7260
16 cheema15 0.6495 0.6130 0.6353 0.6774 0.6723
17 teisseyre15 0.6401 0.7489 0.5049 0.6024 0.7042
18 mezaruiz15 0.6204 0.5217 0.6215 0.6682 0.6703
19 bayot15 0.6178 0.5253 0.5932 0.6644 0.6881

ashraf15 - 0.5854 - - -
kiprov15 - 0.7211 0.7889 - -
markov15 - 0.5890 0.5874 - 0.6798

highlight the results from kiprov15 [29] for Spanish, who obtained the second position
with large features set containing n-grams, POS tags, character flooding, average sen-
tence length, Twitter-specific features such as hashtags, urls, mentions, re-tweets, and
different dictionaries such as NRC Hashtag Emotion Lexicon [42], Bad Words Lexi-
con,7 or World Well-Being Project Personality Lexicon [67].

Figure 1 shows the distribution of accuracies per language. The participants ob-
tained accuracies between 0.5049 and 0.8215. Also, the results are more concentrated
below the median (0.6547). The results in Spanish are the most sparse ones. Except for
Dutch, there are slightly more outliers in the lower bound; in Dutch, the outliers occur
in the upper bound, for instance with accuracies over 90%.

Table 3 shows the best results per language and task. Compared to previous editions
of this shared task, the this year’s approaches obtained a significantly higher accuracy
for both age and gender prediction. This fact may suggest that, regardless of the shorter
length of individual tweets and their informality, the number of tweets per author is
sufficient to predict age and gender. With regard to personality recognition one can see
that the best results were obtained for Italian and Dutch. This fact can be explained by
the smaller number of authors for these languages, which both reduces the variance in
the data and raises the analyzable data size per author. A similar phenomenon has been
reported for personality prediction given Facebook profile pictures [11]. Again, this is

7 A combination of manually assembled dictionary and Google’s "what do you love" profanity
dictionary. https://opennlp.apache.org



Figure 1. Distribution accuracies per language.

explained by a reduction of diversity. With regard to personality recognition, the Stable
trait is more difficult to be predicted than the traits Conscientious and Openness.

Table 3. Best results per language and tasks

Age and Gender Personality Traits

Language Joint Gender Age RMSE E S A C O

English 0.7254 0.8592 0.8380 0.1442 0.1250 0.1951 0.1305 0.1101 0.1198
Spanish 0.7727 0.9659 0.7955 0.1235 0.1319 0.1631 0.1034 0.1017 0.1108
Italian - 0.8611 - 0.1044 0.0726 0.1555 0.0527 0.1093 0.0972
Dutch - 0.9688 - 0.0563 0.0750 0.0637 0.0000 0.0619 0.0354

The Tables 4 to 7 detail the results per language. Regarding the English results
(Table 4), the high values for age, gender, and joint identification obtained by alvarez-
carmona15, gonzalesgallardo15, and grivas15 should be noted, all of which are among
the top three in every language. With regard to RMSE, sulea15 [71] obtained the lowest
values in most traits, especially for the Stable trait. In order to remind the approaches,
alvarezcarmona15 used Second Order features with LSA, gonalezgallardo15 combi-
nations of char and POS n-grams, grivas15 combined TF-IDF n-grams with stylistic
features, and sulea15 combined character and TF-IDF n-grams with style-based fea-
tures such as verbosity ratio.



Table 4. Evaluation results in terms of accuracy for age and gender identification (left) and RMSE
in personality recognition (right) on English texts.

Age and Gender Personality Traits

Team Joint Gender Age RMSE E S A C O

alvarezcarmona15 0.7254 0.8592 0.8380 0.1442 0.1278 0.2253 0.1305 0.1172 0.1202
ameer15 0.5070 0.6901 0.7183 0.2313 0.2131 0.3172 0.2154 0.1959 0.2149
arroju15 0.5704 0.7676 0.7042 0.1713 0.1636 0.2349 0.1513 0.1481 0.1584
ashraf15 0.3944 0.5563 0.6972 0.2236 0.2084 0.3151 0.1910 0.1897 0.2138
bartoli15 0.4718 0.6479 0.7465 0.1605 0.1480 0.2323 0.1360 0.1418 0.1445
bayot15 0.2465 0.5000 0.5915 0.1958 0.2137 0.2308 0.1634 0.1866 0.1844
cheema15 0.4225 0.5915 0.6690 0.1965 0.1878 0.2612 0.1766 0.1610 0.1959
gimenez15 0.3873 0.6338 0.5986 0.2039 0.1770 0.2781 0.1754 0.1819 0.2073
gonzalesgallardo15 0.6972 0.8521 0.7817 0.1491 0.1303 0.2151 0.1480 0.1101 0.1422
grivas15 0.6690 0.8592 0.7465 0.1716 0.1411 0.2039 0.1432 0.2249 0.1450
kiprov15 0.5915 0.8451 0.7254 0.1493 0.1416 0.2123 0.1411 0.1318 0.1198
kocher15 0.5563 0.7113 0.7113 0.1489 0.1417 0.2062 0.1427 0.1181 0.1358
maharjan15 0.5634 0.7465 0.6901 0.2388 0.2299 0.2647 0.2127 0.2222 0.2645
markov15 0.3662 0.5915 0.5845 0.1882 0.1806 0.2708 0.1570 0.1893 0.1434
mccollister15 0.5141 0.7254 0.7183 0.1649 0.1537 0.2205 0.1513 0.1443 0.1545
mezaruiz15 0.2183 0.5000 0.4085 0.1749 0.1676 0.2392 0.1572 0.1526 0.1582
miculicich15 0.5704 0.7887 0.6901 0.1475 0.1250 0.2247 0.1322 0.1330 0.1225
nowson15 0.3732 0.7746 0.4930 0.1655 0.1665 0.2059 0.1647 0.1483 0.1419
poulston15 0.5211 0.6901 0.7394 0.1725 0.1381 0.2223 0.1918 0.1749 0.1352
sulea15 0.6197 0.7676 0.7887 0.1442 0.1318 0.1951 0.1396 0.1297 0.1246
teisseyre15 0.6479 0.8310 0.7535 0.1500 0.1371 0.1990 0.1480 0.1309 0.1351
weren15 0.5563 0.7606 0.7042 0.1851 0.1597 0.2593 0.1768 0.1574 0.1722

Table 5 shows the results for Spanish. The high values for gender identification
obtained by alvarezcarmona15 (0.9659), grivas15 (0.9432) and kiprov15 (0.9091) is
extraordinary. These results are significantly higher than the state-of-the-art reported in
Section 2. Also the age results are very high, with values over 70% (e.g., alvarezcar-
mona15, gonzalesgallardo15, kiprov15, kocher15, sulea15, and weren15). With regard
to personality traits, the lowest RMSE was achieved by kocher15 [30], who used the
200 most frequent terms. The authors obtained also the lowest errors for Agreeable,
Conscientious, and Openness, with values pretty close to 10%.

Table 6 shows the results for Italian. Similar to Dutch, the results for this language
pertain to gender and personality traits only. As can be seen, results for gender are over
80% in some cases. Very interesting are the results obtained by gonzalesgallardo15
(0.8611), grivas15 (0.8333), and nowson15 [48] (0.8056). The last one applied combi-
nations of n-grams, POS, Named Entities, character flooding, emoticons, and hashtags.
With regard to personality traits, alvarezcarmona15 obtained a significant improvement
with an RMSE of about 10%. Moreover, the authors obtained very low results for Ex-
troversion (0.0726) and Agreeable (0.0527), such as gonzalesgallardo15 (0.0764 and
0.0745 respectively).



Table 5. Evaluation results in terms of accuracy for age and gender identification (left) and RMSE
in personality recognition (right) on Spanish texts.

Age and Gender Personality Traits

Team Joint Gender Age RMSE E S A C O

alvarezcarmona15 0.7727 0.9659 0.7955 0.1297 0.1319 0.1631 0.1113 0.1168 0.1257
ameer15 0.4205 0.6932 0.5341 0.2116 0.2786 0.2806 0.1430 0.1410 0.2145
arroju15 0.4886 0.7500 0.6932 0.1817 0.1980 0.2125 0.1727 0.1785 0.1469
bartoli15 0.3295 0.8523 0.4205 0.1562 0.1701 0.1867 0.1463 0.1320 0.1459
bayot15 0.3636 0.6136 0.5682 0.1773 0.1853 0.2025 0.1593 0.1852 0.1540
cheema15 0.4545 0.8409 0.5682 0.1839 0.1599 0.2479 0.1880 0.1526 0.1712
gimenez15 0.4205 0.6250 0.5682 0.1947 0.2097 0.2440 0.1729 0.1853 0.1617
gonzalesgallardo15 0.7045 0.8977 0.7273 0.1555 0.1406 0.2094 0.1168 0.1709 0.1398
grivas15 0.6818 0.9432 0.6932 0.1876 0.1762 0.1965 0.1557 0.2745 0.1353
kiprov15 0.7273 0.9091 0.7841 0.1495 0.1625 0.1884 0.1249 0.1386 0.1334
kocher15 0.6705 0.8182 0.7386 0.1235 0.1373 0.1641 0.1034 0.1017 0.1108
maharjan15 0.5795 0.7955 0.6250 0.2702 0.3008 0.2880 0.2569 0.2357 0.2696
markov15 0.3864 0.6591 0.5114 0.2116 0.1877 0.2644 0.1916 0.2400 0.1742
mccollister15 0.3182 0.6818 0.5000 0.1728 0.1877 0.2098 0.1674 0.1588 0.1403
mezaruiz15 0.4091 0.8295 0.5114 0.1660 0.1729 0.2035 0.1536 0.1473 0.1530
miculicich15 0.6250 0.9205 0.6818 0.1647 0.1856 0.1971 0.1327 0.1402 0.1679
nowson15 0.4886 0.7727 0.6705 0.1598 0.1578 0.2023 0.1358 0.1461 0.1571
poulston15 0.5455 0.8409 0.5909 0.1619 0.1669 0.2285 0.1398 0.1412 0.1329
sulea15 0.6591 0.8750 0.7500 0.1599 0.1703 0.1816 0.1501 0.1559 0.1417
teisseyre15 0.2159 0.5568 0.3636 0.2060 0.1957 0.2446 0.1937 0.2194 0.1768
weren15 0.6932 0.8409 0.7727 0.2034 0.2000 0.2489 0.2003 0.1849 0.1831

Table 6. Evaluation results in terms of accuracy for gender identification (left) and RMSE in
personality recognition (right) on Italian texts.

Team Gender RMSE E S A C O

alvarezcarmona15 0.7222 0.1044 0.0726 0.1803 0.0527 0.1190 0.0972
ameer15 0.5833 0.1723 0.1067 0.2303 0.1462 0.1333 0.2449
arroju15 0.5833 0.1581 0.1480 0.1941 0.1520 0.1345 0.1620
bartoli15 0.5000 0.1405 0.1004 0.1889 0.1386 0.1298 0.1450
bayot15 0.5278 0.1989 0.1928 0.2349 0.1820 0.2173 0.1676
cheema15 0.5278 0.1730 0.1607 0.2205 0.1572 0.1364 0.1900
gimenez15 0.6944 0.1764 0.1394 0.2533 0.1624 0.1247 0.2021
gonzalesgallardo15 0.8611 0.1294 0.0764 0.2121 0.0745 0.1269 0.1572
grivas15 0.8333 0.1743 0.1350 0.1930 0.1389 0.2461 0.1586
kocher15 0.7778 0.1259 0.1000 0.1555 0.1302 0.1093 0.1344
maharjan15 0.6944 0.2122 0.1610 0.2181 0.2118 0.2225 0.2476
mccollister15 0.5556 0.1526 0.1296 0.1993 0.1471 0.1263 0.1610
mezaruiz15 0.5000 0.1636 0.1336 0.1997 0.1463 0.1553 0.1831
miculicich15 0.6389 0.1506 0.1093 0.1650 0.1202 0.1683 0.1900
nowson15 0.8056 0.1515 0.0905 0.2147 0.1237 0.1598 0.1686
poulston15 0.7500 0.1378 0.1279 0.1923 0.1257 0.1187 0.1243
sulea15 0.6389 0.1370 0.1141 0.1913 0.1220 0.1140 0.1438
teisseyre15 0.4167 0.2119 0.1616 0.2646 0.2173 0.1764 0.2398
weren15 0.5833 0.1732 0.1143 0.2593 0.1394 0.1344 0.2186



Finally, Table 7 shows the results for Dutch. Outstanding are the accuracies for
gender identification achieved by alvarezcarmona15 (0.9375), gonzalesgallardo15
(0.9375), and grivas15 (0.9688). Regarding personality traits, a noticeable result is the
“no error” achieved by alvarezcarmona15 for Agreeable. Altogether, there are several
results below 10%: alvarezcarmona15 in Extroversion (0.0750), Openness (0.0354) or
Stable (0.0637), gonzalesgallardo15 (0.0661) for the last trait. Also note that he lowest
RMSE (0.0563, achieved by alvarezcarmona15) is more than 3% lower than the one
obtained by gonzalesgallardo15 (0.0890).

Table 7. Evaluation results in terms of accuracy for gender identification (left) and RMSE in
personality recognition (right) on Dutch texts.

Team Gender RMSE E S A C O

alvarezcarmona15 0.9375 0.0563 0.0750 0.0637 0.0000 0.1075 0.0354
ameer15 0.5938 0.1418 0.1677 0.1686 0.1436 0.1425 0.0866
arroju15 0.5313 0.1627 0.1573 0.2235 0.1672 0.1553 0.1103
bartoli15 0.7188 0.1156 0.1467 0.1393 0.1261 0.0962 0.0696
bayot15 0.5625 0.1863 0.1705 0.2031 0.1631 0.1978 0.1969
cheema15 0.4688 0.1242 0.1369 0.1768 0.0919 0.1237 0.0919
gimenez15 0.7188 0.1607 0.1829 0.1785 0.1705 0.1392 0.1323
gonzalesgallardo15 0.9375 0.0890 0.0901 0.0661 0.0952 0.1299 0.0637
grivas15 0.9688 0.1571 0.1467 0.1711 0.1427 0.2278 0.0973
kocher15 0.8125 0.1186 0.1346 0.1225 0.1311 0.1299 0.0750
maharjan15 0.7813 0.2488 0.2102 0.2821 0.2781 0.2378 0.2358
markov15 0.5313 0.1716 0.1768 0.2411 0.1714 0.1436 0.1250
mccollister15 0.8125 0.1419 0.1499 0.1745 0.1497 0.1442 0.0913
mezaruiz15 0.5000 0.1595 0.1604 0.1928 0.1598 0.1787 0.1055
miculicich15 0.8125 0.1175 0.1199 0.1287 0.1046 0.1358 0.0984
nowson15 0.7813 0.1015 0.1350 0.1315 0.1086 0.0619 0.0703
poulston15 0.5000 0.1409 0.1752 0.1511 0.1444 0.1344 0.0993
sulea15 0.8438 0.1164 0.1310 0.1405 0.1114 0.1147 0.0846
teisseyre15 0.5938 0.1853 0.1862 0.2107 0.2187 0.1630 0.1479
weren15 0.6563 0.1491 0.1521 0.1620 0.1928 0.1323 0.1061

6 Conclusion

This paper overviews the results of the 3rd International Author Profiling Task at PAN-
2015, hosted at CLEF-2015. Given the languages English, Spanish, Italian, and Dutch,
22 participants had to identify gender and personality traits as well as age classes (En-
glish and Spanish only). The participants used content-based features (bag of words,
words n-grams, term vectors, TF-IDF n-grams, named entities, dictionary words, slang
words, ironic words, sentiment words, emotional words) and style-based features (fre-
quencies, punctuations, POS, verbosity measures and many different statistics besides
Twitter specific ones such as mentions, hashtags, and urls).

The highest accuracies in gender identification were achieved in Dutch and Spanish
with values over 95%. In comparison to previous years of PAN, the systems achieved
significantly higher accuracy values for both age and gender identification. This may



suggest that, irrespective the shorter length of individual tweets and their informality,
the number of tweets per author is sufficient to profile age and gender with high accu-
racy.

With regard to personality traits, the lowest errors were obtained for Dutch and
Italian, with values below 5% for most traits. The Stable trait appears the most difficult
one to be predicted.

Regarding the features it is difficult to highlight the most important ones, simply
because the high number of different ones used and combined by the participants. This
year again the Second Order Representation proposed by alvarezcarmona15 obtained
the best results. However; representations based on n-grams, such as the one proposed
by gonzalesgallardo15 or by grivas15, were ranked among the top three in every lan-
guage.
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