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ABSTRACT

Behavioral analytics is an emerging research area that aims at automatic understanding of human behavior. For the advancement of this research area, we are interested in the problem of learning the personality traits from spoken data. In this study, we investigated the contribution of different types of speech features to the automatic recognition of Speaker Personality Trait (SPT) across diverse speech corpora (broadcast news and spoken conversation). We have extracted acoustic, linguistic, and psycholinguistic features and modeled their combination as input to the classification task. For the classification, we used Sequential Minimal Optimization for Support Vector Machine (SMO) together with Relief feature selection. The present study shows different levels of performance for automatically selected feature sets, and overall improved performance with their combination across diverse corpora.

Index Terms— Affective Computing, NLP, Behavioral Signal Processing, Paralinguistic analysis in Speech.

1. INTRODUCTION

Behavior may be explained based on a person’s underlying personality traits as well as the situation in context [29]. The research on personality understanding has attracted attention from several fields, the most notable of which are human-machine interaction, health diagnosis and the newly emerging field of behavioral analytics.

Recent work has shown how people’s personality is expressed and how it can be predicted and applied in different contexts. In spoken interaction, a user’s personality can be predicted [4], which can increase the possibility of natural interaction. Job performance can be predicted by studying a person’s personality [16] (especially, conscientiousness and neuroticism dimensions). Conversational expressions in video blogs can be analyzed to understand a user’s personality [19]. Research findings also show that personality is closely associated with romantic relationships [25], preference of genre of music [26], and consumer preference of brands [27].

In spoken language communication, speech signal provides important information for analyzing and modeling human behavior. This speech signal carries rich information about a variety of linguistic and paralinguistic phenomena, which is encoded with different behavioral cues [1], including emotion, intent, traits.

Understanding behavioral cues may help to make automated systems such as robots, embodied virtual agents and animated characters more human-like [28]. In this study, we are interested in understanding one of the behavioral dispositions - speaker personality traits, by analyzing acoustic, linguistic and psycholinguistic descriptors of human speech.

In [21], we studied different feature selection methods along with ensemble classification methods that can tackle the high-dimensionality and variability of the classification problem. Following our previous study, our goal here is (a) to understand the prediction capability of linguistic and psycholinguistic features in addition to acoustic features, (b) analyze the feature fusion technique to get the best prediction and c) evaluate our algorithms across different speech corpora. There are several studies that show how personality manifests in word usage [2,3,5]. This has indeed motivated us to use linguistic and psycholinguistic features in this context.

This paper is organized as follows. Section 2 describes related works. Section 3 describes the corpora used in the experiment and Section 4 defines the experimental method. Details of the classification results and discussions are given in Section 5. Conclusions are provided in Section 6.

2. LITERATURE REVIEW

This section provides an overview of the personality traits theory following a review of the related work in speech and behavioral science. Aristotle was the first to study personality, in the fourth century. Since then, psychologists have been trying to define theories and inventories by analyzing lexical terms or biological phenomena. Personality is defined as the coherent pattern of affect, behavior, cognition and desire over time and space, which are used to characterize unique individuals. Among the various theories of personality traits, Big-5 framework is the most widely used and accepted model [15]. It describes human personality as a vector of five values corresponding to bipolar traits, as defined below.

- **O (Openness):** Artistic, curious, imaginative, etc.
- **C (Conscientiousness):** Efficient, organized, etc.
- **E (Extraversion):** Energetic, active, assertive, etc.
- **A (Agreeableness):** Compassionate, cooperative etc.
N (Neuroticism): Anxious, tense, self-pitying, etc.

There are several rating instruments available for measuring each of these traits, which describe personality: (a) self-report is used to rate oneself; (b) observer-report is used to rate others. The annotation of the two corpora that we used in this study is based on these ratings.

There have been significant studies on predicting personality traits from social media by analyzing text, audio and video: Twitter [14], Facebook [22,23], blog [24] and video-blog [19]. Mairesse [5] used both conversation and essay corpora to study personality traits. Research on personality traits recognition from speech is relatively recent. Major contributions were made in the Interspeech 2012 Speaker Traits Challenge [6]. The outcome of the evaluation campaign indicates that great research effort is needed to understand feature selection and classification approaches in order to develop a better hypothesis. We also observed in our previous study [21], that more investigation is needed in order to produce a usable research outcome. This is why we decided to continue this work with the same datasets.

3. DATA

Two diverse corpora have been studied: (i) Speaker Personality Corpus (SPC), and (ii) Personable and Intelligent virtual Agents (PerSIA) corpus. Different annotation schemes (i.e., self-report, observer-report) have been used in these corpora.

The PerSIA [9] corpus is an Italian human-human spoken conversation, recorded in a simulated tourist information center. Two separate groups of people participated by playing “customer” and “agent” roles over telephone conversations. Each customer was given a tourism task to perform and the agent provided relevant answers. Out of the 24 speakers 12 were customers and 12 were agents. Personality label was assigned based on the self-report during the data collection. Out of 144 (user and agent) calls, 119 calls of the agent sub-corpus were used for the experiment. The total duration of the conversations in the corpus was 2 hours and 14 minutes. The corpus was transcribed manually, which contains ~9K tokens and ~1K token types. The minimum and maximum lengths of utterances were 14 and 283 tokens, respectively. The mean and standard deviation were 76 and 51 tokens, respectively.

The SPC Corpus was obtained from the organizers of the Interspeech 2012 Speaker Trait Challenge [6]. The audio clips of this corpus were randomly collected from the French news bulletins, broadcasted in February 2005, with a quality of 16 bits, 8kHz sample rate, and contained 1 hour and 14 minutes of recordings. Eleven annotators annotated the corpus by listening to all the audio clips using BFI-10 [15]. The annotators did not understand French; therefore, the annotation was based on paralinguistic information. One of the contributions of this study is that we transcribed the corpus manually to extract linguistic and psycholinguistic features. Some descriptive statistics of the transcription are given in Table 1. The training, development and test sets consist of 256, 183 and 201 instances, respectively.

<table>
<thead>
<tr>
<th>Data</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Tok</th>
<th>T.type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tram</td>
<td>14</td>
<td>47</td>
<td>31.3</td>
<td>5.75</td>
<td>8023</td>
<td>3089</td>
</tr>
<tr>
<td>Dev</td>
<td>11</td>
<td>50</td>
<td>32.5</td>
<td>5.70</td>
<td>5954</td>
<td>2373</td>
</tr>
<tr>
<td>Test</td>
<td>3</td>
<td>51</td>
<td>30.8</td>
<td>7.58</td>
<td>6193</td>
<td>2512</td>
</tr>
</tbody>
</table>

4. EXPERIMENTAL DESIGN

For our experiment, we first extracted acoustic features from speech, linguistic and psycholinguistic (Psyc) features from the transcription, and then generated and evaluated models for each feature set. We then experimented with the feature fusion techniques and eventually selected a fusion technique where we combine all feature vectors into a single vector and apply feature selection followed by classification. A conceptual design of the system is given in Figure 1.

Figure 1: Conceptual design of our system for the study of SPT

4.1. Features

The following subsections discuss how different types of features were extracted.

4.1.1. Acoustic Features

These features were extracted using openSMILE [7] with the predefined configuration file (IS2012.conf), which is provided in the Interspeech-2012 Speaker Trait evaluation campaign. The low-level acoustic features were extracted with approximately 100 frames per second, with 10-30 milliseconds per frame. These low-level descriptors (LLDs) were then projected onto single scalar values by descriptive statistical functionals [10]. More detail on the acoustic features can be found in [6].

4.1.2. Linguistic Features

Bag-of-words is the most widely used approach in document categorization. It is also commonly used in behavioral signal

---

1 The extension of the SPC corpus along with transcriptions will be made publicly available.
processing [20]. In this study, we studied the influence of tokens and parts-of-speech (POS) separately by first representing them into two feature vectors and then by transforming feature values with term-frequency and inverse-document-frequency (tf-idf).

4.1.3. Psycholinguistic (Psyc) Features
Pennebaker & King developed the Linguistic Inquiry Word Count (LIWC) [17] over the past few decades using human judges to design word categories for the most commonly used words. LIWC has since been used to study gender, age, personality, and health and the correlation between these attributes and word uses. The LIWC analyzes language (in our case utterance) on a word-by-word basis. The system has master dictionaries for different languages. LIWC counts the words in the utterance sample that match each of the categories in the dictionary. Scores for each category are expressed as percentages, or a proportion of words that match the total number of words used. For example, if an utterance used 10 words that fall into the word category “anger” and the utterance contained 100 words, then the word category’s score for “anger” would be 0.10. We used the dictionaries that are available with LIWC for Italian and French with PerSIA and SPC, respectively. Throughout this paper, we use the term psycholinguistic features to refer to features that were extracted using LIWC.

4.2. Feature Selection
To understand the contribution of each feature set, before feature combination phase as shown in Figure 1, we tried to reduce dimension for acoustic and token feature vectors. Dimensionality reduction has been used because of the assumption that higher dimension may decrease the performance of the classifier. For dimensionality reduction, we applied the Relief feature selection technique [18]. No feature selection has been applied for the POS and psycholinguistic feature sets. For the study of POS, we used only tags that were extracted from tokens. We used tree-tagger2 for the PerSIA corpus and Stanford POS tagger3 for the SPC corpus.

After evaluating each feature set, we combined the different baseline feature vectors into a single vector, which, as a result, introduced high-dimensional problems. We thus applied the same relief feature selection approach as that we used in [21], in order to avoid high variance and over-fitting. Before the feature selection phase, feature values were discretized into equal frequency bins. Therefore for different categories number of bins was different which ranged from 2-20. Eventually, all continuous valued features were transformed into discrete valued features.

2 http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
3 http://nlp.stanford.edu/software/tagger.shtml

4.3. Classification and Evaluation
We generated our classification models using SMO [8] with its linear kernel. SMO is an optimization technique for solving quadratic optimization problems, which arise during the training of SVM. The main reasons for choosing SMO were (a) its higher generalization capability and (b) the fact that we obtained better results using it, compared to Adaboost and Random Forest algorithms in [21]. The linear kernel was chosen in order to alleviate the problem of higher dimensions. In all of the classification settings, we used SMO’s defaults parameters, whereas in our previous study we tuned those parameters.

The performance of the system was measured in terms of Weighted Average (WA) and Un-weighted Average (UA), which have recently been used in the paralinguistic tasks [6]. However, for the sake of simplicity, we show only UA in this paper.

To evaluate the performance of the SPC development set (dev), we used the SPC training set (train) to generate the model. To evaluate the performance of the SPC test set, we generated a model by combining the SPC training and development sets (training set: train + dev). In each case, performance was estimated using (15x2 cv) Leave Speaker Group Out (LSGO) cross-validation method on the training set, with macro-averaging. In macro-averaging, UA and WA were calculated for each cross validation fold and their average was computed.

For the PerSIA corpus, we used Leave One Speaker Out (LOSO) cross-validation with micro-averaging to measure the performance of the system. Micro-averaged values were calculated by first constructing a global confusion matrix from each cross-validation fold, and then by computing UAmicro and WAmicro, as shown in equations 1 and 2. Imbalance class distribution of the PerSIA corpus was the main reason for choosing micro-averaging.

\[ UA_{\text{micro}} = \frac{1}{F} \sum_{i=1}^{F} \left( \frac{TP_i}{TP_i + FN_i} \right) \]

\[ WA_{\text{micro}} = \frac{1}{F} \sum_{i=1}^{F} \left( \frac{TP_i + TN_i}{TP_i + FP_i + FN_i + TN_i} \right) \]

where i=1…F is the number of folds. TP-true positive, TN-True negative, FP-False positive, FN-False negative.

5. RESULTS AND DISCUSSION
BIG-5 personality traits binary classification models have been evaluated on both corpora. We present the performance of the system for each feature set, their combination and oracle. The results presented on the acoustic and bag-of-words (token) features are obtained after applying feature selection. We obtained the results on the combined feature set by combining the baseline feature vectors into one vector and then applying the feature selection technique. Oracle performance gives an upper bound on our model performance based on current single feature type models. It selects best label from the generated
labels of different models. Oracle label is incorrect only if no model produces the reference label [30].

Classification results on the SPC dev and test sets are given in Tables 2 and 3, respectively. The feature combination provides comparable results with the state-of-the-art, even when using SMO’s default parameters. The mean UA results over all Big-5 categories show that the acoustic feature set contributes most to the classification decision, whereas the psycholinguistic feature set appears to contribute the second most.

The annotation of the SPC corpus was based on paralinguistic cues (i.e., annotators did not understand the language). However, it seems that lexical-prosodic information coexists here. This means that words, perhaps salient, representing the prosodic information convey some information. Therefore, the feature sets extracted from transcription show quite improved results when combined with acoustic features.

A closer investigation was done after applying feature selection to understand which types of features are important among feature sets in different Big-5 categories. For Big-5 categories, feature selection method select different ranges of features. However, overall reduction appears to be from 35% to 62% on the SPC train + dev sets, out of ~9.5K features. Study of SPC feature sets reveals that for different Big-5 categories, feature selection method selects and rank different types of features. For example, in the openness category, MFCC-based features appear to have higher ranking within acoustic features. Within the psycholinguistic feature set, personal pronoun, articles, social and affective categories appear in ranked order. In the POS feature set, it appears that pronouns, verbs and adverbs have greater significance, and in that order.

The results of ensemble method in our previous study [21] on the SPC dev set are comparable with the feature combination results of the same data set. The performance of the present system was improved by 2.5% and 1.1% in openness and extraversion categories, respectively, even with default parameters.

Table 2: UA results on SPC dev set using different feature sets.

<table>
<thead>
<tr>
<th>Class</th>
<th>Tok</th>
<th>POS</th>
<th>Psyc</th>
<th>AC</th>
<th>Comb</th>
<th>Ora</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>51.6</td>
<td>50.0</td>
<td>56.1</td>
<td>59.1</td>
<td>67.7</td>
<td>92.1</td>
</tr>
<tr>
<td>C</td>
<td>55.5</td>
<td>54.7</td>
<td>65.2</td>
<td>74.1</td>
<td>73.7</td>
<td>96.1</td>
</tr>
<tr>
<td>E</td>
<td>52.0</td>
<td>53.7</td>
<td>63.4</td>
<td>83.6</td>
<td>84.1</td>
<td>98.4</td>
</tr>
<tr>
<td>A</td>
<td>52.3</td>
<td>46.8</td>
<td>54.0</td>
<td>64.0</td>
<td>64.9</td>
<td>97.1</td>
</tr>
<tr>
<td>N</td>
<td>51.3</td>
<td>50.0</td>
<td>49.7</td>
<td>63.5</td>
<td>66.3</td>
<td>97.9</td>
</tr>
<tr>
<td>Mean</td>
<td>52.5</td>
<td>51.1</td>
<td>57.7</td>
<td>68.8</td>
<td>71.4</td>
<td>96.3</td>
</tr>
</tbody>
</table>

The results of the SPC test are comparable with the baseline results presented in Interspeech 2012 paralinguistic challenge [6], noting only one difference – the baseline results were obtained using tuned parameters whereas our results are obtained using SMO’s default parameters.

However, our results on the SPC test set outperform the baseline results in all categories except the conscientiousness category and overall improvement is 2.1%. We performed cross-validation on the training set (train + dev) and obtained 68.1 ± 2.7 (mean ± standard deviation) in all traits, which shows the statistical variation.

Table 3: UA results on SPC test set of different feature sets.

<table>
<thead>
<tr>
<th>Class</th>
<th>Tok</th>
<th>POS</th>
<th>Psyc</th>
<th>AC</th>
<th>Comb</th>
<th>Ora</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>49.4</td>
<td>49.6</td>
<td>52.8</td>
<td>63.1</td>
<td>62.5</td>
<td>93.6</td>
</tr>
<tr>
<td>C</td>
<td>64.6</td>
<td>48.8</td>
<td>69.8</td>
<td>78.6</td>
<td>79.6</td>
<td>94.0</td>
</tr>
<tr>
<td>E</td>
<td>56.5</td>
<td>56.0</td>
<td>61.6</td>
<td>77.2</td>
<td>78.2</td>
<td>97.3</td>
</tr>
<tr>
<td>A</td>
<td>48.8</td>
<td>51.4</td>
<td>56.2</td>
<td>62.5</td>
<td>65.1</td>
<td>94.2</td>
</tr>
<tr>
<td>N</td>
<td>50.4</td>
<td>49.4</td>
<td>50.1</td>
<td>65.6</td>
<td>66.9</td>
<td>91.0</td>
</tr>
<tr>
<td>Mean</td>
<td>53.9</td>
<td>51.0</td>
<td>58.1</td>
<td>69.4</td>
<td>70.4</td>
<td>94.0</td>
</tr>
</tbody>
</table>

In the study of PerSIA corpus we obtained a similar improvement using our feature combination method. Compared to our previous study [21], we obtained an improvement in all categories except conscientiousness category and the overall improvement is 1.2%. An interesting finding here is that in the openness category, using majority voting ensemble method, we obtained 50.2, which is 2.7% better than the feature combination method.

Table 4: UAmicro results on PerSIA of different feature sets using LOSO cross validation.

<table>
<thead>
<tr>
<th>Class</th>
<th>Tok</th>
<th>POS</th>
<th>Psyc</th>
<th>AC</th>
<th>Comb</th>
<th>Ora</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>57.1</td>
<td>44.3</td>
<td>41.5</td>
<td>45.9</td>
<td>47.5</td>
<td>81.6</td>
</tr>
<tr>
<td>C</td>
<td>37.5</td>
<td>46.6</td>
<td>37.6</td>
<td>72.6</td>
<td>68.5</td>
<td>81.1</td>
</tr>
<tr>
<td>E</td>
<td>37.9</td>
<td>28.6</td>
<td>43.8</td>
<td>52.1</td>
<td>67.3</td>
<td>90.0</td>
</tr>
<tr>
<td>A</td>
<td>32.1</td>
<td>48.0</td>
<td>75.1</td>
<td>71.8</td>
<td>74.9</td>
<td>96.9</td>
</tr>
<tr>
<td>N</td>
<td>53.7</td>
<td>69.8</td>
<td>64.7</td>
<td>52.1</td>
<td>60.5</td>
<td>96.7</td>
</tr>
<tr>
<td>Mean</td>
<td>43.7</td>
<td>47.5</td>
<td>52.6</td>
<td>58.9</td>
<td>63.7</td>
<td>89.2</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

In this paper, we presented our contribution to the automatic recognition of speaker personality traits from speech using two different corpora – conversation and broadcast news by studying different types of feature sets. In all the experiments, we used SMO’s default parameters with its linear kernel. We obtained comparable results by combining these feature sets into a single vector. Psycholinguistic features, extracted using LIWC, give better results when compared with token and POS feature sets, whereas acoustic features outperform the other feature sets. However, oracle performance suggests that there is room for improvement in the feature or decision combination approach, which our future research will address. We also plan to use automatic transcriptions in our future study.
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