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Executive Summary

In this report we describe the refinement and extensions to the design and evaluation of software con-
versation analysis and summarisation components developed to generate summaries for both speech
and social media use cases. For the speech use case we describe two abstractive template-based
summarization systems. For the social media use case we report various components that analyse
comments for sentiment, discourse relations, agreement and disagreement and anaphora resolution
between different mentions of discourse entities. Furthermore, we describe components that perform
clustering of comments into topics and generate labels for those topic clusters. Finally, we present three
different summarization systems to summarize comments to online news.
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1 Introduction

The overall objective of WP5 is:

to develop the tools to (1) perform various types of analysis across the representations of
multiple conversations produced by the WP3 and WP4 tools, and (2) generate appropriate
multimodal output for presentation of the results of this analysis to end users, as specified
in WP1. (SENSEI Annex I – Description of Work)

In D5.1 (M12) we reported on the design and implementation of a “conversation data repository” (CDR)
whose purpose is to hold the semantic, sentiment and discourse analyses of conversational data that
are output by WP3 and WP4 modules and make them available to WP5 analytics and summarization
modules.

In D5.2 (M24) we presented clear specifications of the summary outputs we aimed to produce for both
the speech and social media use cases, the use cases having being initially specified in D1.1 (M6) and
then refined in D1.2 (M12). D5.2 also reported initial versions of modules for conversation analytics
and summarization for both the speech and social media use cases, designed to generate the target
summary outputs.

In this report we describe further refinements and extensions to the analytic and summarization com-
ponents developed since D5.2 for both speech and social media use cases. These developments have
resulted in:

• improved performance;

• increased functionality;

• fuller exploitation of WP3 and WP4 outputs in the analyltics and summarization components;

• well-engineered integration of WP3 and WP4 at the data interchange level by communication via
the conversation data repository.

The rest of this report is structured as follows. The next subsection (1.1) overviews in a bit more details
the changes in the analytics and summarization components since the end of Period 2. Then, sections
2 and 3 describe the final conversational analysis and summarization modules for the speech and
social media use cases, respectively. These sections include both a description of the algorithms used
and, wherever possible, report results of intrinsic evaluation, as well as efforts undertaken to create
resources for evaluation. We conclude the report in Section 4

1.1 Follow-up to Period 2 Activities

Speech In the speech use case we have further developed the two abstractive template-based sum-
marization systems described in D5.2. Both systems are based on the generalization of the human-
authored synopses to templates with the slots to fill, and linking the summary units to the original
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conversations. The difference between the approaches is that the first approach links “concepts” in
summaries and conversation, while the second links summary sentences to a set of conversation ut-
terances (a community) and extracts candidates for slot filling. Both approaches are evaluated both on
manual and automatic conversation transcripts.

Social Media In the social media use case we have integrated components from WP3 and WP4 for
sentiment analysis, detection of agreement/disagreement, discourse parsing and anaphora resolution
into the analytics and summarization pipeline. Apart from the sentiment analysis component, the other
components feed directly into the clustering component that is used to cluster news comments by topic.
Each cluster is also labeled by a topic descriptor. For this we developed two different approaches: an
extractive and abstractive approach. We also finalzed three different summarization systems which
differ in the way they determine and present the most important pieces of information extracted from
the comments to the user. One of these systems is new since D5.2.
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2 Conversation Analysis/Summarization Outputs
for Speech

Call-centres typically process tens of thousands of calls per day. Current industry-standard technology
allows these calls to be recorded, annotates them with metadata and automatically processes them
in order to perform speech analytics. Such technology enables keyword search of machine-generated
transcripts and assesses basic speaker state, such as emotion, stress, etc. It is the basis for quality
assurance activity for rating agents and assessing customer needs, in order to improve the service.
While this automation has helped QA supervisors and managers get a broad view of operations, fine-
grained analysis on small conversation samples (< 1%) is still at the center of the QA process. In
order to analyse and process the entirety of the calls, new technology is necessary for extracting and
exposing relevant information. In this section, we describe two summarization approaches developed by
the SENSEI project in order to better represent the content of call-centre conversations. Figure 1 gives
a example of conversation from the RATP-DECODA call-centre corpus which we aim to summarize.

Automatic summarization is generally based on extractive methods that gather relevant text segments
to make a summary. These methods are not well suited for spoken conversation summary generation,
due to their spontaneous and interactive nature. By selecting only a few utterances from a conversation,
extractive summaries just give a broad picture of a given point in the conversation and not a full synthetic
description of what happened between the different participants.

For instance, when summarizing call-centre conversations, it would be good if the summaries could
inquire about the issues described by the callers and the solutions outlined by the agents. Often, issues
are described in multiple speaker turns, from the caller in interaction with the agent, which is difficult to
capture with an extractive approach, especially when length constraints are tight.

Template filling is a summarization approach which has shown success when the domain of the con-
versations is restricted [1]. It consists of filling hand-crafted templates with information extracted from
the conversations transcripts. In the case of call-centre conversations, this method can be tackled for
generating short narrative summaries which recount of what happened during the call. However, in ad-
dition to hand-writing templates, and annotating transcripts with template slots, this approach is limited
in that it cannot handle situations that have not been imagined by the template creators. In the following,
we describe two approaches for sparing the template writing labor: by recombining and generalizing
existing summaries, and by automatically generating novel templates.

2.1 Templates generation by recombining existing synopses

Instead of requiring experts to engineer templates from a collection of conversations, we generate such
templates from a corpus of existing synopses annotated with slot variables. Essentially, the approach
consists of composing novel templates from sentences selected in the training synopses, and filling
them with the method developed previously.

The approach is based on template filling. Each slot in a template is filled depending on the analysis
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Agent: 〈name〉 hello
Caller: yes hello
Agent: hello madam
Caller: are buses uh 172 and 186 running?
Agent: unfortunately on the 172 and uh 186, we got the information this morning, there’s a notice
from the B depot in Vitry so it was known uh yesterday evening and this morning
Caller: uh yes
Agent: so the buses are very disrupted uh this morning huh some uh, uh have gone out and others
not, so there are very major disruptions on these two bus lines huh
Caller: whew that’s really irritating because what will people who are working do
Agent: unfortunately yeah, it’s annoying huh I understand that uh actually
Caller: further there was a notice that was uh
Agent: frankly not uh
Caller which in fact creates in the private... who risk their post, if they’re not going to work because
those gentlemen have decided to strike
Agent: it’s me I somewhat agree with you
Caller: someone from the RATP who agrees with me...

Figure 1: Extract from Decoda conversation (20091112-RATP-SCD-0042) translated from French. Sample ref-
erence synopses for that conversation: Are buses 172 and 186 running? No, disrupt because of Vitry depot
strike, complaint and compassion (annotator 1), Query of information on the status of buses 172 and 186. Major
disruption on these lines due to a strike. Complaint from the caller. (annotator 2).

of conversation transcripts in order to generate a synopsis, which is a short summary of the whole
conversation. We propose in this study to generate templates dynamically thanks to a training corpus
made of pairs of conversation transcripts and synopses. Our training process consists of the following
steps:

1. Concept slot detection: conversation transcriptions and synopses of the training corpus are parsed
in order to detect slots corresponding to the concepts relevant to characterize conversations. The
list of concepts used is related to the application domain of the corpus.

2. Sentence template generation: all sentences in the synopsis corpus are generalized by replacing
concept values by labels in order to produce sentence templates. Examples of such templates
can be found in Table 1.

3. Concept linking: this task consists of linking concepts occurring in a summary to the same con-
cepts in the corresponding conversation. A classifier is trained in order to predict, for all concepts
detected in a given conversation, if they would occur in its corresponding summary.

Once the sentence templates and concept-linking classifier have been obtained, the summarization
process of a new conversation transcription is as follows:

1. Relevant concept detection: the concept-linking classifier is used in order to detect the relevant
concepts in the conversation transcription. A concept is considered relevant if it occurs in the
synopsis of the conversation.

2. Sentence template selection: this step consists of dynamically choosing sentence templates from
the template repository according to the slots detected in the previous step.
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Table 1: Templates for selecting Decoda topics (translated from French).

Code Topic Template
HORR Schedule Query for schedules (using $TRANSPORT)? from $FROM to $TO.
ITNR Itinerary Query for itinerary (using $TRANSPORT)? from $FROM to $TO (without

using $NOT TRANSPORT)?. (Take the $LINE towards $TOWARDS from
$START STOP to $END STOP.)*. Query for location $LOCATION.

NVGO Navigo pass Query for (justification|refund|fares|receipt) for $CARD TYPE. Customer has
to go to offices at $ADDRESS.

OBJT Lost&found $ITEM lost in $TRANSPORT (at $LOCATION)? (around $TIME)?. (Found,
to be retrieved from $RETRIEVE LOCATION |Not found).

TARF Fares Query for fares from $FROM to $TO. The fare is $COST.
ETFC Traffic Query for state of line $TRANSPORT. (Frequency is $FREQUENCY |Not

running because of $ISSUE |Cannot get information because of $ISSUE)
- Other Call corresponding service at $PHONE NUMBER. Send a mail query to

$ADDRESS.

3. Synopsis generation: all the sentence templates selected are filled with the concept values found
in the conversation transcription; then this set of sentences is ordered in order to produce the final
synopsis.

These processes are described in more detail in the next sections.

Linking: propagation to conversation transcripts Given a synopsis manually annotated with
concept slots, the task consists of propagating the annotation to conversation transcripts. This linking
task is performed through the following steps:

• Transcripts are automatically annotated with syntactic and semantic parses with the Macaon tool
chain [2].

• Each slot in the annotated synopses is compared with all the phrases from the transcription thanks
to Levenshtein alignment and a specific cost function based on character-level matching. Text is
first lower-cased and diacritics are removed, the distance is computed at the character level.

• The slot value is associated with the phrase for which the alignment has lowest cost.

This method aligns 316 slots in the 380 annotated synopses (83.16% alignment rate). The unaligned
variables are in most cases due to manual annotation errors, overly generic references that cannot be
detected at the word level, or a total mismatch between the synopsis and the conversation (i.e. the word
does not appear in the conversation, which is the case when the author of the synopsis generalized a
concept using a different word.)

Slot prediction features The previous step leads to the creation of a corpus associating slots from
the synopses and values from the transcripts. This data can be leveraged to train a slot classifier. Again

D5.3 Final conversation analysis and presentation components | version 1.0 | page 13/54



we take advantage of the parses generated by Macaon [2] for feature extraction. For each phrase in a
conversation, the classifier is trained to predict a type of slot among 19 available plus the NULL label
indicating that the phrase is not a concept. The classifier uses the following features as input:

• Syntactic head of the phrase: word, lemma, part-of-speech tag, named entity tag.

• Governor of syntactic head: lemma, part-of-speech tag, dependency label.

• Phrase: length, bag of n-grams of words (n ≤ 3), bag of n-grams of part of speech (n ≤ 3).

• Conversation and discourse: number of named entities of the same type since the beginning
of the conversation, number of occurrences of the head lemma since the beginning of the conver-
sation, topic of the conversation, relative position of the phrase in the conversation, speaker role
(agent or caller).

Given these features, the scores output by the classifier are passed through a softmax function to
represent probabilities between 0 and 1. For a conversation, at test time, scores for the NULL class are
discarded and for each slot type, all phrases which exceed a decision threshold θ are selected for use
in synopsis generation.

Using conversation and discourse features is not conventional in the concept or named entity recogni-
tion tasks. They help address the relevance of the detected concepts. For instance, a number of bus
stops might be referred to in the conversation while only one is relevant for filling the template.

Synopsis generation Synopsis generation is performed by combining fragments of synopses gath-
ered in the training data, and replacing their concept slot values with those detected in the transcript.
In a way, this approach can be considered as extractive except that existing synopses are leveraged
instead of conversation utterances.

First, synopses from the training set are split into sentences and slot values are replaced by tokens
indicating their type. Those sub-templates can be selected and filled depending on the content of a
conversation. Then, slots are detected in the transcript according to the approach described in the
previous sections. The selection process tries to saturate the sub-templates with detected slot values
which match the expected slot types, under the constraint that a slot type can only be used once.
From this population of saturated sub-templates, the generated synopsis is necessarily started with a
sentence which was first in its original synopsis. Then, other sub-templates are concatenated arbitrarily.
We decided to rely on this heuristic because in our data the first sentence of a synopsis always contains
the right description of the issue of the call.

The advantage of this approach is that sub-template selection is driven by the detected slots. This both
limits the risk to accidentally instantiate sub-templates based on misdetected information, and it also
allows for the approach to cope with a limited quantity of novelty in the conversations: situations that
are combination of already seen situations.
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2.1.1 Evaluation and Results

Experiments are performed on 141 conversations from the RATP DECODA corpus manually annotated
in synopsis. Each conversation has between one and three unique synopses for a total of 381 synopses
manually annotated with slot segments and type. In the following experiments we make both use of
manual transcriptions with the reference linguistic annotations (syntactic and semantic) and automatic
transcriptions generated with the LIUM ASR system [3] (with a WER of 35%), along with automatic
linguistic annotations generated by the Macaon pipeline [2].

The corpus is split in 71 conversations for training, 43 for testing and 27 for development. All parameters
of the system, including the θ threshold are set in order to maximize performance on the development
set.

We compare our approach (synopsis recombination) with manual template filling and a few extractive
baselines and toplines. One manual template was written for each conversation topic in the corpus in
order to cover most of the information in the synopses for that topic. The topline consists of manually
filling the hand-crafted template with the most relevant slot values.

For slot value predictions, we use three classifiers: adaboost [4] with 1000 rounds of boosting, a deep
neural network (called DNN thereafter) implemented with Chainer1, and the libLinear classifier [5].

We follow the experimental setup of the CCCS shared task [6] except that we have a larger test set.
The length limit for synopses is 7% of the conversation words, evaluation is performed with the ROUGE-
2 metric, both on lexical units (the regular ROUGE) and word embeddings trained on the DECODA
corpus [7]. The following systems are compared:

• Topline: manual templates filled with reference slots

• Human: the average of the performance obtained by putting aside each reference synopsis and
scoring it against the other references.

• Templates: manual templates filled with predicted slots.

• Recombined: the proposed approach.

• MMR: maximal marginal relevance.

• Longest: longest speaker turn in the conversation.

• Longest@25: longest speaker turn in the first quarter of the conversation.

The results detailed in Table 2 show that our method (Recombined) yields better results than both
the extractive baselines and the manual templates (significant at p < .05). This is expected because by
combining sentences from multiple synopses, the system can cover situations that could not be handled
by a single template per topic. This seems to also be linked to the quality of slot prediction as the topline
which relies on reference slots has a much better ROUGE score. The human synopses score is worse

1http://chainer.org – Parameters: 1 hidden layer, ReLU activations, 4 epochs of training, no dropout. Searched for from a
range of configuration to maximize classification accuracy on the dev set.
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System Transcript Slots ROUGE-2 ROUGE-2-WE
Topline manual manual 0.20491 0.11131
Human - - 0.11848 0.06229
Templates manual Icsiboost 0.06818 0.04264

manual libLinear 0.03735 0.02579
manual DNN 0.02041 0.01595

Recombined manual Icsiboost 0.08200 0.04715
manual libLinear 0.08390 0.05014
manual DNN 0.04830 0.03268

MMR manual - 0.03145 0.01751
Longest manual - 0.02688 0.01825
Longest@25 manual - 0.04046 0.02564
Templates ASR Icsiboost 0.05270 0.03416

ASR libLinear 0.02921 0.02053
ASR DNN 0.01775 0.01359

Recombined ASR Icsiboost 0.08471 0.04845
ASR libLinear 0.08100 0.04828
ASR DNN 0.04033 0.02763

MMR ASR - 0.02093 0.01464
Longest ASR - 0.01734 0.01190
Longest@25 ASR - 0.01734 0.00950

Table 2: ROUGE results on the test set for all the systems, according to the transcript source, as well as how the
slots were predicted. The proposed approach is called “Recombined.” Regular ROUGE-2 results are compared
with word-embedding-based ROUGE-2 results. Higher ROUGE scores are better, however the absolute value
is not relevant since it dependends on the content of the reference summaries. Results should be interpreted
relative to the Topline (manual selection and filling of templates), human performance computed by comparing
references against eachother, and the baselines (Longest, etc) which are often reported in other work.

than the topline because humans tend to diverge when writing summaries, and they were evaluated
with one-less reference than the systems.

Also, it seems that the choice of the classifier does not matter except for the DNN which is not as
good as the other classifiers, probably because it is trained on so little data (note that its configuration
has been optimized on the development set). Finally, an interesting outcome is that ASR output and
automatic prediction of linguistic annotation does not have a large impact on performance. This comes
from the fact that ASR transcripts are of relatively good quality, and that relevant slot values are generally
repeated multiple times by both speakers in a conversation. The choice of the decision threshold on
the development set seems appropriate, as evidenced by Figure 2.
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Figure 2: Variation of performance of the proposed system according to the decision threshold on the Icsiboost
classifier scores. The choice of θ on the development set is relatively robust on the test set in the ASR condition.

2.2 Template generation for abstractive speech summariza-
tion

This section describes the extension of the abstractive template-based summarization approach based
on automatically generated templates that was described in D5.2. First, we present the template and
summary generation system, then evaluate the system on manual and automatic conversation tran-
scripts.

On top of what was described in D5.2, here we provide finer details and a fuller description of the
system and the evaluation on ASR output.

2.2.1 System Description

The conversation summarization pipeline can be partitioned into community creation, template genera-
tion, and summary generation components. The whole pipeline is depicted in Figure 3.

Template Generation Template Generation follows the approach of [8] and, starting from human-
authored summaries, produces abstract templates applying slot labeling, template clustering and tem-
plate fusion steps. The information required for the template generation is: part-of-speech tags, noun
and verb phrase chunks, and root verbs from dependency parsing.

In the slot labeling step, noun phrases from human-authored summaries are replaced by the WordNet
[9] SynSet IDs of the head nouns (rightmost). No real word-sense disambiguation is used, instead
the SynSet ID of the most frequent sense is selected with respect to the part-of-speech tag. To get
hypernyms for Italian we use MultiWordNet [10].

Clustering of the abstract templates generated in the previous step is performed using the WordNet
[9] hierarchy of the root verb of a sentence. The similarity between verbs of sentences is computed
as a cosine similarity between the shortest path that connects the senses in the hypernym taxonomy
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Figure 3: Abstractive Summarization Pipeline, which is partitioned into Template Generation, Community Cre-
ation, Ranking Training and Summary Generation phases.
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of WordNet. The template graphs, created with respect to this similarity, are then clustered using the
Normalized Cuts method [11].

The clustered templates are further generalized using a word graph algorithm extended to templates in
[8]. The paths in the word graph are ranked using language models trained on the abstract templates
and the top 10 are selected as a template for the cluster.

Community Creation In a few corpora (e.g. the AMI Meeting Corpus), sentences in human-
authored summaries are manually linked to a set of the sentences/utterances in the meeting tran-
scripts, referred to as communities. It is hypothesized that a community sentence covers a single topic
and conveys vital information about the conversation. For automatic community creation we explore
four heuristics.

• H1 (baseline): take the whole conversation as a community for each sentence;

• H2: The 4 closest turns with respect to cosine similarity between a summary and a conversation
sentence.

• H3: The 4 closest turns with respect to cosine similarity after replacing the verbs with WordNet
SynSet ID.

• H4: The 4 closest turns with respect to cosine similarity of the averaged word2vec [12] vectors.

The Italian vectors are trained on the Europarl corpus [13].

Summary Generation The first step in summary generation is the segmentation of conversations
into topics using a lexical cohesion-based domain-independent discourse segmenter – LCSeg [14]. The
purpose of the step is to cover all the conversation topics. Next, all possible slot ‘fillers’ are extracted
from the topic segments and ranked with respect to their frequency in the conversation.

An abstract template for a segment is selected with respect to the average cosine similarity of the
segment and the community linked to that template. The selected template slots are filled with the
‘fillers’ extracted earlier. Final automatic sentences are selected from this filled template using the
token and part-of-speech tag ngram language models to rank them (also other parameters could be
used as in [8]).

Ranker Training and Sentence Ranking Since the system produces many sentences that repeat
the same information, a set of sentences needs to be selected. The sentence ranking is based on
the ngram language models trained on the tokens and part-of-speech tags from the human-authored
summaries.

2.2.2 System Evaluation

In this section we evaluate the template-based abstractive summarization methodology with automatic
community creation heuristics, which we described in the previous section, on the Italian LUNA Human-
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Table 3: ROUGE-2 recall with 7% summary length limit for the extractive baselines and the abstractive summa-
rization systems on the Italian LUNA Corpus using automatic community creation heuristics with Cosine Similarity
at WordNet SynSet ID level and averaged word2vec vectors on manual and automatic conversation transcripts.
Results are for the systems trained on 100 manual transcripts and evaluated on 100 and 50 manual and 50
automatic transcripts.

Method Manual (100) Manual (50) ASR (50)
Baseline-L 0.015 0.016 0.017
Baseline-LB 0.027 0.024 0.022
MMR 0.020 0.022 0.021
(H1) Whole Conversation 0.018 0.013 –
(H2) Top 4 turns: token 0.021 0.020 –
(H3) Top 4 turns: SynSetID 0.025 0.025 0.027
(H4) Top 4 turns: word2vec 0.029 0.028 0.030

Human corpus [15]. We compare the system performances to the extractive baselines defined in [16]
and reported earlier in D5.2:

• the longest turn in the conversation up to the length limit (7% of a conversation) (Baseline-L) [17];

• the longest turn in the first 25% of the conversation up to the length limit (Baseline-LB) [17];

• Maximal Marginal Relevance (MMR) [18] with λ = 0.7.

The performances of the system with automatic community creation heuristics are given in Table 3.
Among the community creation heuristics word2vec based cosine similarity metric for the conversation
sentence selection performs the best. The next best results is of the heuristic that abstracts sentence
verbs to their WordNet SynSet IDs prior to the similarity computation.

For the LUNA Corpus (Italian) on manual transcripts, the extractive baseline that selects the longest
utterance from the first quarter of a conversation, proved to be the strong baseline with ROUGE-2 recall
of 0.027 [16]. This is not surprising, since the longest turn from the beginning of the conversation is
usually a problem description, which appears in human-authored summaries. The word2vec based
automatic community creation heuristic, however, achieves recall of 0.029 successfully outperforming
it.2

In a realistic setting, the summaries are to be generated on automatic transcripts, i.e. the output of
Automatic Speech Recognition. Thus, it is important to assess the effect of the automatic transcripts
on the performance. The ASR system for the LUNA corpus is trained by using the Kaldi [20] speech
recognition toolkit. The ASR uses mel-frequency cepstral coefficients (MFCC) that are transformed by
linear discriminant analysis (LDA) and maximum likelihood linear transform (MLLT). These features are
then spliced in the window of [−3,+3]. The acoustic models are further trained by “speaker adaptive
training”. The speaker adaptation during decoding is performed by feature-space maximum likelihood
linear regression (fMLLR) [21]. The LM for the ASR is a modified Kneser-Ney trigram model that is

2Statistical significance testing with the bootstrap method [19] and paired t-test yields significant differences (p < 0.05) for
the 1 point variation in the 3rd digit of ROUGE-2.
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built over the training data. The word error rate for the ASR is 35.4%. Due to the overlap between the
CCCS Shared Task test set and the training set of the ASR, the evaluation on automatic transcription
considers a set of 50 dialogs.

From the table we can observe that the extractive baselines, manual and automatic transcript behave
similarly. The extractive baseline that selects the longest turn from the first 25% of the conversation
(Baseline-LB) performs the best, as it was the strongest of the extractive baselines on Italian LUNA
corpus. There is a steady drop in performance from manual to automatic transcripts. However, for the
baseline that selects the longest turn from whole conversation (Baseline-L), the ASR output yields better
results in ROUGE-2 recall with 7% summary length limit (0.017 vs. 0.016 using manual transcripts).

For the abstractive spoken conversation summarization system with the automatic community creation
heuristics, for both heuristics we observe that the summary generation from automatic transcripts per-
forms better than the summary generation from manual transcripts – 0.025 vs. 0.027 for WordNet
SynSet ID level and 0.028 and 0.030 for word2vec vectors using manual and automatic, respectively.
The increase in performance is hard to explain, and needs to be investigated further.

In both settings, the heuristic with word2vec vectors performs the best. Consequently, automatic com-
munity creation with word embeddings for similarity computation is the best technique for the abstractive
summarization of spoken conversations.

2.3 Discussion

Both approaches to abstractive template-based spoken conversation summarization rely on general-
ization of human authored summaries and linking summary entities to conversation transcripts. The
summary generation step in both approaches consists of slot filling. The difference however, is in the
unit of text used for linking and subsequently entity extraction for slot filling.

Summary generation from automatic transcripts (output of Automatic Speech Recognition), for both
systems yields mixed results.

We originally planned to apply the same methods on both the French and Italian data in order to com-
pare them. However, the difference in genre between the two corpora make them not comparable and
not suitable for a direct application. For example, in the LUNA corpus, synopses do not rely on precise
slots but rather on broad descriptions of the problems, which are difficult to extract from the transcripts
(potentially requiring statistic text generation), and the DECODA corpus relies heavily on named entities
which do not appear in WordNet and cannot be captured by the method developed for the LUNA corpus.
We are exploring a unified model but results are not available at the time of writing this document.

2.3.1 Quality of Summaries and the ROUGE score

The quality of the automatically produced spoken conversation summaries is to be evaluated extrin-
sically in Work Package 1. In this section, on the other hand, we address this question through the
literature on summarization.

The spoken conversation summarization approach we follow in Section 2.2 is based on [8]. In the paper,
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the authors have conducted crowdsourced evaluation of the automatic summaries comparing them with
the human-authored and extractive ones. The evaluation considered criteria such as Quality, Fluency
and Informativeness. With the ROUGE-2 score of 0.068 for English, the abstractive template-based
summarization system was found to be significantly better than the extractive system on all criteria
(second after the human-authored summaries). The authors conclude that the user group preferred
template-based summaries over human-annotated extractive summaries. How ROUGE score corre-
lates with the quality of a summary on other SENSEI languages (Italian and French) has not yet been
established.
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3 Conversation Analysis/Summarization Outputs
for Social Media

Online news outlets attract large volumes of comments every day. The Huffington Post, for example,
received an estimated 140,000 comments in a 3 day period3, while The Guardian has reported receiv-
ing 25,000 to 40,000 comments per day4. These figures suggest that online commenting forums are
important for readers as a means to share their opinions on recent news. The resulting vast number
of comments and information they contain makes them relevant to multiple stakeholders in the media
business. All user groups involved in online commenting on news would profit from easier access to the
multiple topics discussed within a large set of comments. For example, comment posters would be able
to gain a quick overview of topics already discussed and insert their contributions at a relevant place
in the discussion. Journalists who wrote the news article would have access to multiple conversation
topics that their article has triggered and would be able to engage with their readers in a more focused
way. Editors would be able to monitor the topics that are most interesting to readers, comment forum
moderators’ work would be easier and marketers could use conversations grouped around topics for
developing personalized marketing strategies.

In the previous deliverable D5.2 we provided a clear specification of the main kind of reader comment
summary we aim to produce, this specification in turn being based on the “Town Hall Summary” use
case presented in D1.2. In short, we aim to produce (ideally) a summary that a) identifies the main
issues discussed in a set of reader comments and b) characaterises opinions offered on these issues,
identifying alternative viewpoints, indicating the strength of interest in an issue or support for different
viewpoints (aggregation), indicating consensus or agreement among the comment, indicating disagree-
ment among the comment, indicating qualitatively how opinion was distributed (e.g. using phrases
like “Many said this; others said that”, “some said”, “most said” ), indicating evidence or grounds for a
viewpoint and indicating whether the discussion was particularly emotional/heated and if so over what.
D5.2 also described initial software components developed to address the challenge of producing such
summaries, specifically modules for article-comment linking, topical clustering, cluster labelling and
extractive and template-based summarization.

In this section we describe refined and extended versions of the software modules introduced in D5.2.
These modules have been extended to improve functionality and performance and to better integrate
them into an overall pipeline of modules that communicate via the Conversation Data Repository. The
end result is a set of modules that generate three different textual summary types: an extractive sum-
mary, an abstractive summary and a template-based summary. A graphical summary is also generated,
based on the clustering and cluster labelling methods described below (details of the graphical sum-
mary may be found in D6.2).

For extractive and abstractive summarization the following steps are followed. First topic clusters are
constructed from the comments for each news article, i.e. clusters containing comments addressing
the same topic. To do clustering, features are extracted as described in Section 3.2 and a supervised
machine learning approach along with a graph-based clustering method is applied. As features we use

3http://goo.gl/3f8Hqu
4http://www.theguardian.com/commentisfree/2014/aug/10/readers-editor-online-abuse-women-issues
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statistical methods as well as approaches which perform agreement/disagreement analysis, discourse
relation analysis and also coreference resolution over the comments. Once the topic clusters are con-
structed (see Section 3.3 for details) labels capturing the topics are generated. For this we considered
both an extractive and an abstractive approach (see Sections 3.4 and 3.5). Finally, summaries are
constructed based on the generated labels. For extractive summaries we use the labels to select rep-
resentative comments from the clusters. The abstractive summaries are generated by extending the
labels to full natural sentences. The extractive summarization approach is described in Section 3.6 and
the abstractive approach is detailed in Section 3.6.

In addition to these two summarization approaches we have developed a template-based summa-
rization approach. The template-based summaries are filled with data from three different modules
(topic extraction, mood prediction and agreement/disagreement detection) and metadata from the arti-
cle (extractive summary). The template has been designed following the Town Hall Meeting use case,
which requires the following information to be included: headline/article summary, key contributors,
list of main topics in the article and comments, intensity of emotions associated to topics, consen-
sus or divided opinion on topics. The template-based summary includes: an introduction with the title
and subtitle of the article, a list of the most frequent topics, a development, with the emotions and
consensus associated to topics, and a conclusion, with the most active contributor. The template is
filled in 4 stages: 1) the system extracts the topics from article and comments with LDA, 2) the sys-
tem predicts agreement/disagreement and mood for each comment and 3) the system matches topics,
agreement/disagreement and mood at comment level. Finally 4) the system computes the rank of most
active contributors. The template-based summarization approach is described in Section 3.8.

The rest of this section is organised as follows. As most of our components for social media conversation
analysis and summarization make use of the USFD gold standard dataset we begin by briefly describing
it (section 3.1). Then, since multiple components in the analytics and summarisation pipeline make use
of various features extracted from the outputs of modules built in WP3 and WP4, we describe these
features (section 3.2). These include: agreement/disagreement between comment pairs; discourse
relations between comment pairs; anaphoric relations between comments and between comments and
the news article; sentiment. Following this we describe our approach to clustering (section 3.3), our
extractive and abstractive approaches to cluster labelling (sections 3.4 and 3.5) and finally our three
approaches to summarization: extractive (section 3.6), abstractive (section 3.7) and template-based
(section 3.8).

3.1 USFD Gold Standard Data

The USFD gold standard data consist of 18 articles and associated comment sets (at least 100 com-
ments per comment set). Two annotators were used to generate summaries from each comment set;
all are coherent and fluent summaries. As part of the process of creating each summary, annotators
have first generated and then grouped “labels” (short paraphrases) of each comment. Human-authored
reference summaries are then generated from the condensed representation of the comments that label
groups provide. However, these label groups also allow us to assemble the comments they summarise
into topically related clusters, which can be used as gold standard clusters for evaluating our clustering
algorithms. On average there are 8.97 human-created clusters per comment set in the gold standard
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cluster data set. A detailed description of this gold standard dataset can be found in deliverable D5.2.
The news articles in the gold standard dataset as well as their comments are also currently being
annotated for coreference (see Section 3.2.3).

3.2 Feature Extraction

Feature extraction from the conversational social media data serves various downstream components
in the analytics and summarization pipeline. For instance, for clustering of user comments by topics,
features are used to determine link strength between comments. Based on the strength of the links,
comments are either put into the same cluster or not. For our clustering approach we investigated
statistical features of words in the comment (see D5.2) but now also features extracted using SENSEI
modules such as anaphora resolution, discourse parsing and agreement extraction. Anaphora resolu-
tion is used to determine whether two comments refer to the same antecedent. We hypothesise that
this information is evidence that can help to determins whether two comments belong in the same top-
ical cluster or not. Similarly, the agreement/disagreement information between two comments as well
as discourse relational information is may help to decide whether two comments should be put into the
same cluster or not.

Apart from clustering, the features described below are also used by other SENSEI modules. For in-
stance, agreement/disagreement information is also fed into the template-based summarization system
as is the sentiment information.

3.2.1 Agreement/Disagreement Extraction

It is very important to understand the level of consensus between bloggers in news conversations.
For this purpose, we identified Agreement/Disagreement classification as the main parasemantic argu-
ment extraction technique. It consists of the automatic classification of agreement/disagreement labels
from text retrieved from social media conversations. Agreement/disagreement classification in asyn-
chronous conversations like social media is a quite novel task [22], and there is no unique definition
of it. Some have defined Agreement/Disagreement relations as Quote-Response message pairs and
triplets: chains of three messages such that the third one is a response to the second one which is
itself a response to the first one. These pairs and triplets are linked by the structure of the thread,
where each message is a reply to its parent and is about the same topic [23]. Others defined Agree-
ment/Disagreement as relations between pairs of sentences, belonging to messages in a parent/child
relation defined by the thread [24]. To annotate Agreement and Disagreement, some used binary
classes (“agree” or “disagree”), some use three (“agree”, “disagree” or “none”) and some others use a
scale [25].

First, we defined the agreement and disagreement relation in a formal way [26] as a function that maps
pairs of bloggers and messages to polarity values between 1 (“agree”) and -1 (“disagree”), where 0 is
neutral.
We defined the agreement/Disagreement relations as:

agree(mij ;mi′j′) = {−1, 1}
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where mij is the parent blogger/message pair, and mi′j′ is the child blogger/message pair. The parent
mij temporally precedes the child mi′j′ . The child mi′j′ is the j′th message of blogger pi′ , referred to
the jth message of blogger pi. In our definition, conversation contains a set of topics appearing inside
messages. This is formalized as T = {tijk, ..., tnmo}, where tijk is the kth topic of the conversation
contained into the jth message of blogger pi.

Following this definition we designed the guidelines for the annotation of agreement and disagree-
ment in Italian, a target language for the SENSEI project where there were no corpora available. We
identified and extracted the data from the platform of Corriere della Sera5, one of the most popular
Italian-language news websites, attracting over 1.6 million readers every day.

Like other platforms, Corriere provides the structure of replies as metadata, which we used to identify
child messages that are direct replies to parent messages. Following this structure, we extracted pairs
of comments and built the CorEA corpus. The CorEA corpus contains asynchronous conversations
started from 27 news articles of different news categories, from politics to gossip. The corpus contains
2887 messages (135K tokens). The average number of messages per conversation is 106.4. We man-
ually annotated the corpus with Agreement/Disagreement labels. To do so, we recruited two expert
annotators, we trained them on the annotation guidelines and evaluated the annotation at message
level with Inter-Annotator-Reliability over two and three labels using κ statistics [27]. Results are re-
ported in Table 4.

task examples classes κ
messages 100 3 0.57
messages 50 2 0.85

Table 4: Inter-annotator reliability scores on the annotation of ADRs at message (msg) and sentence (sent) level.
The score is computed with k over 3 and 2 classes.

Exploiting the gold-standard annotation, we trained and tested language-independent models for the
Agreement/Disagreement classification module. There are two versions of the module for agree-
ment/disagreement prediction, Version 1 is taken as the baseline and version 2 is the improved system.
Both systems are supervised and based on cross-language models trained on Italian (CorEA Corpus).
The module for Agreement/Disagreement prediction version 1 is based on the following features:

• Ratio of @symbols

• Ratio of Punctuation

• Ratio of Apices

• Character-word ratio

• Ratio of Uppercase words

• Avg string Similarity between uppercased words
5http://corriere.it
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• Median of the radius between word pairs

We trained the system using a 66% of the CorEA corpus and tested it on 33%. We used a Linear
Regressor as algorithm, and obtained a Mean Absolute Error (MAE) of 0.42 over a majority baseline
(predicting always the mean) of 0.45. We considered these result as the baseline for version 2. Version
2 of the agreement/disagreement prediction module makes use of the following features:

• Ratio of words of 1 character

• Ratio of words of 2 characters

• Ratio of exclamation marks

• Ratio of colons

• Ratio of semicolons

• Ratio of quotes

• Direct reply to the article

• Ratio of Numbers

• Ratio of operators

• Ratio of open parentheses

• Ratio of closed parentheses

• Ratio of positive emoticons

As we did in the previous version, we trained the system using 66% of the CorEA corpus and tested it
on 33%. We used a Support Vector Regressor (SMOreg) as algorithm, and obtained a Mean Absolute
Error (MAE) of 0.32.

Both versions of the Agreement/Disagreement module output a standardized score that can be ex-
ploited as a feature for clustering. Since we developed a language-independent system trained and
tested on Italian, we plan to evaluate it also in English.

3.2.2 Discourse Relations

The goal of the Discourse Relation module for Social Media is to detect whether two arbitrary com-
ments to the same article are related to each other discourse-wise. Here we are following Penn Dis-
course Treebank (PDTB) [28] framework, in which discourse relations are strictly binary: a discourse
connective, considered as the predicate, takes exactly two arguments – Arg1 and Arg2 – where Arg2
is the argument syntactically attached to the connective. A discourse connective is a member of a well
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defined list of 100 connectives and a relation expressed via such connective is an Explicit discourse
relation.

A discourse relation can also hold without the presence of a connective. In the PDTB adjacent sen-
tences within a paragraph were additionally annotated for such Implicit discourse relations. In the im-
plicit discourse relations, a connective can be inserted, but is left implicit. In case a connective cannot
be inserted while there is a discourse relation between sentences, the pair is annotated as having an
Alternative Lexicalization (AltLex) discourse relation. In the PDTB, in case an adjacent pair of sentences
has neither explicit, nor implicit nor AltLex discourse relations, it is additionally inspected for whether
the two sentences involve the same entity. Such sentences are annotated as having Entity-based Co-
herence Relation (EntRel). If the pair does not involve the same entity, it is annotated as No Relation
(NoRel). The PDTB is used to train the Discourse Relation Detection module for Social Media, taking
as a basis the Discourse Parser of [29].

Traditionally, Discourse Parsing is designed to parse a document, following its structure, i.e. it respects
order of sentences in a document. To extend the parser to any arbitrary set of comments it has to
undergo modifications. Since explicit relation depends on the presence of a discourse connective, which
have a strong preference on the location of its arguments; the module cannot utilize the full discourse
parsing pipeline. Otherwise, in case a comment contains a connective, all the ‘paired’ comments will
be detected as involved in a discourse relation. Consequently, the module relies on a Non-Explicit
Discourse Relation Detection model of [29].

For training the classification models we have generated No-Relation pairs using reference PDTB anno-
tation, excluding all the sentences involved in inter-sentential relations. Additionally, since in the PDTB
arguments of non-explicit relations are stripped of leading and trailing punctuation, the No-Relation
pairs were pre-processed. The model is trained using a single feature type – Cartesian product of
Brown Clusters of all the tokens from both arguments. The classification is cast as a binary relation
vs. no-relation task. The performance of the model on the PDTB development set has F1 of 0.69 (for
relations).

The PDTB models are mainly trained on adjacent sentence pairs; a Social Media comment, on the
other hand, often consists of several sentences. Thus, the classification of comments into relation vs.
non-relation is performed for all sentence pairs from the pair of comments; and the classifier decisions
are aggregated. Since discourse relations are asymmetric, i.e. the order of sentences matters; clas-
sification is performed both ways: from comment A to comment B, and from comment B to comment
A.

We have experimented with two modes of aggregation: (1) a comment is related discourse-wise if any
of the pairs is related, and (2) a comment is related discourse-wise, if the average posterior probability
of all the pairs surpasses a certain threshold (e.g. 0.5).

3.2.3 Anaphora Resolution

In this section we describe the Coreference Resolution module, one of the summarization modules for
the social media use case.

Coreference (including Anaphora) Resolution [30] is a key intermediate step between core NLP pro-
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cessing like tokenisation, sentence splitting, part-of-speech tagging and syntactic chunking or parsing,
and higher semantic levels of processing or end goal applications, such as Question Answering [31],
Text Summarisation [32] or Information Extraction (ever since the MUC series [33, 34]).

There is a lot of work on Coreference Resolution in the news domain (see [30] for a comprehensive
survey on the subject matter), however, as with many other Natural Language Processing tasks, adapt-
ing to new domains is an open area of research [35, 36]. One such novel domain is that of online
conversation threads as found in social media and online forums, which is one of the two primary target
domains of the project SENSEI.

Resolving coreferences in online conversation threads is very challenging. Consider the following ex-
ample:

(1) C1: The First Sea Lord, Sir George Zambellas, came closest to expressing it, calling the 3bn ship ”a national instrument
of power”. Who is he planning to invade now?
↪→ C2: Which ’nation’?
↪→ C3: He said it was an example of a big nation demonstrating what they do ... spend countless billions on a vessel
that will at best have no aircraft for at least 6-10 years and when there is enough support vessels to defend this hulking
lump. Lets gloss over the anti ship ballistic missiles that could render them sitting ducks.
−→ C4: Agree regarding the time scale for fixed wing aircraft, however I’m not so sure about your statement with
regards to anti ship missiles...
−→ C5: There’s no such thing as an anti-ship ballistic missile...
−→ C6: I doubt that a ballistic missile would render them sitting ducks because they have to be aimed at a fixed point
and aircraft carriers are not fixed, they are moving...

In Example 1, comments C[1−6] constitute a typical online conversation thread; comments C2 and C3

are replies to comment C1 (first level) and comments C[4−6] are replies to comment C3 (second level).
A key entity in this conversation thread is anti ship ballistic missiles and the context in which the whole
thread lives in is a news article titled ‘Supercarrier made in Britain hailed as flagship for Better Together
campaign’. Now whilst the news article triggered numerous discussions on war ships, carriers and the
Scottish Independence referendum, this was the only conversation thread which discussed anti ship
ballistic missiles, and hence, this entity is not accessible from outside this thread.

As part of our work in adapting the Coreference Resolution toolkit, BART,6 to resolve in online conver-
sation threads, we have annotated the OnForumS corpus [37] for coreference, following an annotation
scheme which is a variant of the LiveMemories annotation scheme [38], which in turn is based on the
ARRAU annotation scheme [39]. In this corpus all noun phrases are taken as mentions, and the whole
noun phrase is considered (with all its embedded NPs). All anaphoric relations of identity between any
pairs of mentions are annotated. Coordinations are also treated as mentions, and annotated.

We are also currently annotating the USFD data set as described in Section 3.1, which has already been
annotated with gold cluster topic labels and summaries, for coreferences following the same annotation
methodology as for OnForumS.

The key work on extending BART is on defining new features capturing and exploiting the structure of
online conversation threads (see Example 1). We define features around the notion of ‘accessibility’ (in
the discourse sense), which indicates whether a potential antecedent for an anaphor is accessible or
not to the anaphor depending on its position in the thread. Currently we are working with three features:

6See also Section 4.2 in deliverable D4.2.
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1. Strict Accessibility : on iff antecedent is on the path of the reply/layout structure

2. Loose Accessibility : on iff antecedent is anywhere within the same conversation thread

3. Blogger Quote: specifically devised to deal with bloggers quoting other bloggers when replying

We added feature Strict Accessibility into BART by including an extractor and modifying its discourse
model accordingly and we ran a preliminary 10 fold cross validation experiment on the OnForumS data
set. The results are shown in Table 5. The upper bound and baseline are the same as the ones for the
cross domain coreference experiments presented in Section 4.2 in deliverable D4.2.

Recall Precision F1
Standard domain (news) – upper bound 54.5%(σ = 9.6) 68.5%(σ = 13.6) 60.7%(σ = 9.6)

In-domain (online forums) 10XVal – baseline 49.2%(σ = 5.7) 56.6%(σ = 4.8) 52.5%(σ = 5.0)
+ strict accessibility 48.75%(σ = 5.8) 56.54%(σ = 4.9) 52.28%(σ = 5.1)

Table 5: Coreference resolution performance for strict accessibility (with std. dev. across folds or files within
brackets).

From Table 5 we can see that there is a slight decrease in performance from F1 = 52.5 to F1 = 52.28
and a slightly higher standard deviation of σ = 5.1. We are currently carrying out an error analysis to
work out the reason for the decrease in performance.

3.2.4 Sentiment Extraction

We previously adapted existing GATE [40, 41] tools from the ARCOMEM project[42] into a component
for carrying out the following tasks for English:

• standard NLP (e.g., tokenization, POS-tagging, lemmatization) to a high standard;

• named-entity recognition to a high standard;

• event detection at a baseline level on our data;

• sentiment detection at a baseline level on our data.

The GATE pipeline is wrapped in a Java component which works well with the conversational reposi-
tory; this component polls the repository (using the advanced query system described in the repository
documentation in previous deliverables) for batches of documents that it has not yet processed, pro-
cesses them, and then sends annotation sets and document features back to the repository, including
a flag document feature used in subsequent queries to distinguish the processed documents.

The Java component is highly configurable so it can be used to run other GATE pipelines over repository
documents and send back to the repository any specified document features and annotations.
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Since this work was last reported, we have improved the repository integration of this component to
make it easier for other components to use it. Work in progress includes tuning it for better perfor-
mance on our data, making use of its output in the prototype user interface, and evaluating its output’s
usefulness as input to other components.

Another route on sentiment extraction that is taken is based on Convolutional Neural Networks (CNN).
CNNs using word representations as input are well suited for sentence classification problems [43] and
have been shown to produce state-of-the-art results for sentiment polarity classification [44, 45]. Pre-
trained word embeddings are used to initialize the word representations, which are then taken as input
of a text CNN. Our approach consists of learning polarity classifiers for three types of embeddings,
based on the same CNN architecture. Each set of word embedding models the input text according to
a different point of view: lexical, part-of-speech and sentiment. A final fusion step is applied, based on
concatenating the hidden layers of the CNNs and training a deep neural network for the fusion.

Lexical Part-of-speech Sentiment
good bad good bad good bad
great good great good great terrible
bad terrible bad terrible goid horrible
goid baaad nice horrible nice shitty
gpod horrible gd shitty goood crappy
gud lousy goid crappy gpod sucky

decent shitty decent baaaad gd lousy
agood crappy goos lousy fantastic horrid
goood sucky grest sucky wonderful stupid
terrible horible guid fickle-minded gud :/

gr8 horrid goo baaaaad bad sucks

Table 6: Closest words to “good” and “bad” according to different regimes for creating word embeddings: lexical,
part-of-speech and sentiment (described later in the paper).

We train different word representations because classical lexical word2vec embeddings have been
shown to represent positive and negative words, such as ‘good’ and ‘bad’ at the same location in the
embedding space (see Table 6). In our system, in addition to lexical embeddings, we train embed-
dings based on concatenated words and part-of-speech tags. These embeddings can better model
word senses that are disambiguated by part of speech tags [46, 47, 48]. The final embedding vari-
ant is sentiment embeddings [49] that are trained on tweets that contain smileys. The polarity of the
smiley is concatenated to the words used in the context window of the skip-gram model. In order to
account for efforts to create high quality polarity lexicons, we concatenate the word representations
with binary features based on a range of such lexicons (MPQA [50], Opinion Lexicon [51] and NRC
Emotion lexicon [52]) as well as simple sentence-level morphological features (lenthening, emoticons,
punctuation).

The system consists of three CNNs over 1- to 5-gram word windows (convolutional feature map of size
500), with ReLU activations, max-pooling and hidden layers of 500 units. In a first stage, those systems
are trained on the target task (3-class sentiment polarity prediction) and the activations at the hidden
layer level are used as input of a Deep Neural Network (DNN) trained again on the target task. At that
point, sentence level features (lexicon and morphological) are happend to the rest of the input. Word
representations are pre-trained on a 90 million tweet unlabelled corpus collected by the project.
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Corpus SENSEI-LIF Rank
Twt2016 63.0 2
Twt2015 66.2 2
Twt2013 70.6 3
Twt2014 74.4 1
SMS2013 63.4 3
LvJn2014 74.1 1
TwtSarc2014 46.7 8

Table 7: Overall performance of the SENSEI-LIF sentiment analysis systems.

On the Semeval 2016 sentiment polarity task, that system ranked 2nd out of 34 participants, with non
significant differences with the best system. As shown in Table 7, the system also performed very well
on out-of-domain corporq such as the Live journal 2014 and SMS 2013 corpora. The full description
of the system is available in the Semeval proceedings, and the component is being used for sentiment
analysis in the various SENSEI systems and evaluations.

3.3 Comment Clustering

As outlined in Section 3 clustering is an important aspect of conversational analysis. It is used to
determine comments that are topically similar. In this section we describe our clustering approach to
address this challenge.

3.3.1 Method

In the deliverable D5.2 we described a graph-based clustering algorithm. Since then it has been up-
dated with new features including features described in the previous sections. However, the core idea
is the same as described in the deliverable D5.2. In brief our graph-based clustering approach is based
on the Markov Cluster Algorithm (MCL) [53]. The nodes (V ) in the graph G(V,E,W ) are the comments.
Edges (E) are created between the nodes and have associated weights (W ). Each comment is poten-
tially connected to every other comment using an undirected edge. An edge is present if the associated
weight is greater than 0. Such a graph may be represented as a square matrix M of order |V |, whose
rows and columns correspond to nodes in the graph and whose cell values mi,j , where mi,j > 0, indi-
cate the presence of an edge of weight mi,j between nodes Vi and Vj . Following the recommendation
in [53] we link all nodes to themselves with mi,i = 1. Other edge weights are computed based on
comment-comment similarity features. In D5.2 we used only a few features to compute the similarity
between comments. In the following section we give full detaisl about the previous and the additional
features we use in our clustering approach.
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3.3.2 Clustering Features

To weight an edge between two comments C1 and C2 we use the features below. When computing
these features, except the NEoverlap feature, we use terms to represent a comment instead of words,
since we have found that terms are more suitable for computing similarity between short texts than
single words [54]. Terms are noun phrase-like word sequences of up to 4 words. Terms are extracted
using POS-tag grammars such as NN NN. To extract terms we first POS tag the words. Once this is
done sequences of POS tags (consecutive POS tags) are constructed up to 4 tags in length. Finally,
for each sequence we check whether it occurs in the POS-tag grammar list. If yes, the corresponding
words are taken as the term. The POS-tag grammars are automatically generated. Details about the
grammar generation can be obtained from [55].

We use a weighted linear combination of the features to compute comment-comment similarity:

Sim Score(C1, C2) =

n∑
i=1

featurei(C1, C2) ∗ weighti (2)

To obtain the weights we train a linear regression7 model using the gold standard clusters as described
in Section 3.1 . We used 6 fold cross validation, i.e. trained on 15 and tested on 3 articles8.

We create an edge within the graph between comments Ci and Cj with weight wi,j = Sim Score(Ci, Cj)
if Sim Score is above 0.3, a minimum similarity threshold value set experimentally.

Previous Features

• Cosine raw count: Cosine similarity [56] is the cosine of the angle between the vector represen-
tations of C1 and C2 :

cosine(C1, C2) =
V (C1) · V (C2)

|V (C1)| ∗ |V (C2)|
(3)

where V (.) is the vector holding the raw frequency counts of terms from the comment.

• Cosine TF*IDF: Similar to the first cosine feature but this time we use the tf*idf measure for each
term instead of the raw frequency counts. The idf values are obtained from 3,362 news articles
and their comments. These news articles have been obtained from the Guardian.

• Cosine modified: Liu et al. [57] argue that short texts can be regarded as similar when they have
already a predefined D terms in common. We have adopted their modified cosine feature:

cosinemodified(C1, C2) =

{
V (C1)·V (C2)

D , if V (C1) · V (C2) ≤ D
1, otherwise

(4)

We have set D experimentally to 5.
7We used Weka (http://www.cs.waikato.ac.nz/ml/weka/) implementation of linear regression.
8We also apply regularisation to filter or downgrade the contribution of non-useful features.
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• Dice:
dice(C1, C2) =

2 ∗ |I(C1, C2)|
|C1|+ |C2|

(5)

where I(C1, C2) is the intersection between the set of terms in the comments C1 and C2.

• Jaccard:
jaccard(C1, C2) =

|I(C1, C2)|
|U(C1, C2)|

(6)

where U(C1, C2) is the union of sets of terms in the comments.

• NE overlap:

NEoverlap(C1, C2) =
|I(C1, C2)|
|U(C1, C2)|

(7)

where I(C1, C2) is the intersection and U(C1, C2) is the union set between the unique named
entities (NEs) in the comments. We use the OpenNLP tools9 to extract NEs.

• Same thread: Returns 1 if both C1 and C2 are within the same thread otherwise 0.

• Reply relationship: If C1 replies to C2 (or vise versa) this feature returns 1 otherwise 0. Reply
relationship is transitive, so that the reply is not necessarily direct, instead it holds: reply(Cx, Cy)∧
reply(Cy, Cz)⇒ reply(Cx, Cz)

Additional Features We distinguish between features that come from upstream SENSEI modules
(described about in section 3.2) and those that do not. The following are from the second category, i.e.
ones that are not produced by upstream SENSEI components.

• Different variations of Previous Features: Features (Cosine to Jaccard) which use terms to
compute the similarity between two comments are replicated with n-grams. This means we run
each feature with single words (uni-gram), two, three and four consecutive words (bi-grams, three-
grams and four-grams).

• Same author: Returns 1 if both C1 and C2 are written by the same person.

• Word2Vec: Word embeddings using Word2Vec [58] have been extensively used to measure the
semantic similarity between words. Our word embeddings comprise the vectors published by
Baroni et al. [59]. To measure the similarity between a pair of comments we first remove from each
comment stop-words as well as punctuation, query for each word its vector representation and
create a averaged sum of the word vectors. The number of remaining words in each comment is
used to average that comment. Finally, we use the resulting averaged sum vectors and determine
their similarity using the cosine similarity measure.

The following features are computed by upstream SENSEI modules. We have integrated outputs of the
anaphora resolution module into clustering as intuition suggests that if two comments refer to the same

9https://opennlp.apache.org/
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antecedent then those two comments may well belong to the same topical cluster.10 We also expllited
output from the agreement/disagreement classifier as well as from the discourse relation module. In the
following we detail the features from these upstream SENSEI modules that are used along with all the
previous features to determine similarity between two comments:

• Has same annotation id: This is a binary feature and returns 1 if both comments share a common
annotation id otherwise 0.

• Cosine between the annotation IDs: We determine all the annotation’ ids from both comments
and compute the cosine angle between annotation ids. Beforehand a dictionary vector is created
consisting of all the unique annotation ids, e.g. “1,2,3,4,5”. Each comment is then represented
using this vector. For each annotation id either a “1” or “0” is included in the vector depending
whether that id appears in the comment or not. E.g. if the comment contains annotation ids “2”
and “4” its vector gets the spape “0,1,0,1,0”. Based on these vectors we determine the cosine
angle between two comments.

• Cosine between the mentions in the anaphora chain: A chain in the anaphora resolution output
consists of an antecedent and all anaphors referring to it. For each anaphor in each comment we
determine its anaphora chain, collect the words in the antecedent (e.g. “Buckingham Palace”) and
as well as of the anaphors (e.g. ”The Palace”). Then we merge the words of the anaphora chains
in word vectors and compute the cosine angle between the merged versions of the word vectors.
In the cosine vectors we use single words.

• Cosine between the contents enriched with the mentions in the anaphora chain: In the pre-
vious feature we used only the anaphora chains. In this feature we use the words in the comments
and the anaphora chains (enriching the comment contents with words from the anaphora chains)
to compute the cosine score.

• Cosine between the mentions in the anaphora chain, in term fashion: This is similar to
the Cosine between the mentions in the anaphora chain feature except we treat the entire an-
tecedent/anaphor as one unit within the cosine method. This means instead of e.g. using “Buck-
ingham” and “Palace” as separate entries in the cosine vectors we use “Buckingham Palace” as
one unit. This is similar to the notion of terms described earlier.

• Cosine between the contents enriched with the mentions in the anaphora chain, in term
fashion: We do as the previous feature and also add the terms extracted from the comments. In
fact this feature is similar to the Cosine between the contents enriched with the mentions in the
anaphora chain feature except we use terms instead of single words.

• Word2Vec on mentions in the anaphora chain: This feature is similar to the Cosine between the
mentions in the anaphora chain feature. The difference is that we first retrieve word vectors using

10The anaphora approach discussed earlier in this report aims to tackle the anaphora resolution with awareness of the
comment conversations. However, at the time of writing this report the integration of this conversation-aware anaphora
resolution has not been finished. Thus the experiments and results reported here are with the a version of the BART system
that is not thread-aware. To perform the experiments in the deliverable we merged the article and the comments in one file
where the conversation structure is flattened out. This file was processed by BART for anaphora resolution and the output
was taken for clustering purposes.
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Word2Vec and use these in the cosine computation instead of the words themselves. The cosine
computation follows the same idea as presented in the Word2Vec feature described earlier.

• Word2Vec on mentions in the anaphora chain as well as the comment contents: In addition
to the previous feature we also add the comment contents and compute the cosine between the
Word2Vec representations.

• Agreement Feature: This features returns 3 categories: 1 if the two comments agree each other,
-1 if they disagree and 0 if there is no such relationship.

• Discourse Relation: This features returns a score between -1 and 1. The positive scores (> 0)
indicate that two comments relate to each other. The closer the score is to 1 the more confidence
there is in a positive relationship. Negative scores cover non-relationship. I.e. if the score is
negative there is no discourse relationship between the two comments.

3.3.3 Evaluation

For evaluation the automatic clusters are compared to the gold standard clusters described in Section
3.1. Amigo et al. [60] discuss several metrics to evaluate automatic clusters against the gold standard
data. However, these metrics are tailored for hard clustering. Although our graph-based approach
performs hard clustering, the gold standard data contains soft clusters. Therefore, the evaluation metric
needs to be suitable for soft-clustering. In this setting hard clusters are regarded as a special case
of possible soft clusters and will likely be punished by the soft-clustering evaluation method. We use
fuzzy BCubed Precision, Recall and F-Measure metrics reported in [61] and [62]. According to the
analysis of formal constraints that a cluster evaluation metric needs to fulfil [60], fuzzy BCubed metrics
are superior to Purity, Inverse Purity, Mutual Information, Rand Index, etc. as they fulfil all the formal
cluster constraints: cluster homogeneity, completeness, rag bag and clusters size versus quantity. The
fuzzy metrics are also applicable to hard clustering.

Llewellyn et al. [63] apply LDA and K-Means, as well as simple metrics such as the cosine measure
to cluster news comments. The authors report LDA to be the best performing system. Thus we use
LDA as our baseline and replicate the experiments reported by them. For each test article we train a
separate LDA model on its comments. In training we include the entire comment set for each article
in the training data, i.e. both the first 100 comments that are clustered and summarised by human
annotators, as well as the remaining comments not included in the gold standard. In building LDA
model we treated each comment in the set as separate document.

3.3.4 Results

The results of the evaluation are shown in Table 8.

From the results in Table 8 we can see that the performance over the different settings stays stable.
The results also show that the features without the SENSEI modules already achieve the same per-
formance as with adding any SENSEI module. From the resutls we see that our systems significantly
outperform the LDA baseline that was report by Llewellyn et al. [63] as the best performing system for
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baseline
Fea-
tures

agreement discourse BART ALL LDA D5.2
Human
to Hu-
man

Fuzzy B3Precision 0.517 0.517 0.516 0.517 0.512 0.23 0.30 0.59
Fuzzy B3Recall 0.375 0.375 0.375 0.376 0.376 0.17 0.33 0.58

Fuzzy B3FMeasure 0.434 0.434 0.434 0.434 0.433 0.18 0.31 0.58

Table 8: Cluster evaluation results. The scores shown are macro averaged. For all systems the metrics are
computed relative to the average scores over Human1 and Human2.

news comment clustering. However, the automatic results compared to Human to Human scores are
significantly lower and indicate that there is still room to improve.

Note that as described above these results are obtained based on regression models trained using the
USFD gold standard data. In the deliverable D5.2 we reported clustering results using models trained
on an automatically derived training corpus. This training corpus consisted of training examples (pairs
of comments) collected based on shared quotes (both comments quote the same sentence) from the
article (positive examples) and negative comment pairs taken from different comments sets, i.e. random
pairs of comments from two different news articles. In D5.2 we also used only the baseline features
excluding the features added afterwards (“previous features”). the column “D5.2” shows these results.
As we can see from these figures the clustering performance went significantly up. Since we have used
more or less the same regime of features we think that this substantial improvement is due to using the
USFD gold standard data for training.

3.4 Cluster Labelling: Extractive Approach

In many application domains such as search engine snippet clustering [64], summarizing YouTube video
comments [65] or online comments to news [66], grouping text segments by topic has been identified
as a major requirement for efficient search or exploration of text collections. This has given rise to a
substantial body of work in statistical topic modelling.

In the online news domain, thousands of reader comments are produced daily, and the ability to identify
topics in comment streams is of vital importance for all interested in gaining a quick overview of what
readers say in their comments. However, to be of use to the end users, the topic clusters need to be
accurately labelled in such a way that the content of a cluster is clear and easily accessible to the user.

Producing “good labels” is challenging since what constitutes a good label is not well defined. The most
common way to label topic clusters is withthe top-n key terms that characterise the topic. This approach
has been repeatedly reported as less suitable than generating “textual labels” [67] for topics, which do
not consist of key terms, but meaningfully represent the topic cluster [68, 69].

Such textual labels in most studies are still extractive in that the most likely label is directly extracted
from textual sources [68, 69]. To overcome the limitation of key term-based labelling, which relies on
the label being actually present in the topic cluster, many studies use external resources, most notably
Wikipedia, for deriving topic labels. In the online news domain the news article triggers the comments
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and the readers will have some expectations on the content of comments with respect to what they
have read in the article. For this reason it seems plausible to use the news article as an external source
for labeling topic clusters of comments.

Fewer approaches have been reported which abstract away from the content and attempt to label topic
clusters with concepts that most likely represent the topics. Hulpus et al. [70], for example, present a
graph-based approach to labelling that uses DBpedia concepts. The advantage of such an approach
is a more abstract semantic representation of the topic cluster that may be more related to the way
humans would label the clusters. This approach has been evaluated for the online news domain in Aker
et al. [71] and attains good scores on an information retrieval task, but it is unclear how useful these
labels are for the end users.

Despite an abundance of work on topic labelling in test collections, studies on topic labelling in conver-
sational data are comparatively rare and recent. Louis and Cohen [72] tackle the problem of identifying
labelled topics in technical forums using grammar models. Chang et al. [73] label multimedia contribu-
tions on Google+ using a supervised ensemble learning approach with crowdsourced training and gold
standard data. Aker et al. [71] apply an abstractive labelling method from Hulpus et al. [70] on labelling
topic clusters of comments to news. The details of our abstractive labeling approach are provided in
Section 3.5. The labelling method performs well on a information extraction task (similar to the evalua-
tion in Aletras et al. [67]). Joty et al. [74] identify and label topics in e-mail conversations and comments
to blogs.

3.4.1 Method

The work on topic labelling in text collections has made extensive use of Wikipedia article segments as
an external source of information for better labels (e.g. Lau et al. [68]) . However, for conversational
data, Joty et al. [74] argue that external resources like Wikipedia titles used in previous work are too
broad for their e-mail and blog domain as indicated by the fact that none of their human-created labels
in their development set appears in a Wikipedia title. Chang et al. [73], however, use human-generated
labels for posts, suggesting that post-internal information is not suitable for deriving labels.

In our approach we aim to do both. We extract labels from the comments as well as from external
resources which is in our case the news article that triggered the comments. We adopt a phrase or
term as the most suitable linguistic unit to represent labels, as evidenced by several previous studies
[69, 74, 71].

Our labeling approach is supervised. Using the entire manually annotated gold standard set of sum-
marised Guardian articles plus comment sets (see details in Section 3.1), where the annotation includes
the manually clustered comments, human summaries and backlinks between summary sentences and
human clusters, we collect training data to train a regression model for extracting labels for automatic
clusters.

To do this we first extract terms from the article as well as comments and represent them with features.
We also assign each term a score that varies between 0 and 1. A score of 0 indicates that the term
is not a good label whereas a score of 1 means that the term is an excellent label for the comment
cluster. We obtain the term scores using the human summaries generated for the Guardian articles.
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For these human summaries we have the information about what sentences in the summary link to
which human assembled clusters. If the question is to answer whether the term X is a good label for
cluster Y then we collect the sentences from the human summaries that are linked to the Y cluster and
compare that term X with terms extracted from the summary sentences. The comparison is based on
a Word2Vec similarity computation and results in a score that varies between 0 and 1. Following this
approach we collect training data consisting of terms represented by features and the similarity score to
be predicted. Once we have such training data we use linear regression11 to train a regression model
where the combination of the features is based on a weighted linear combination.

In the test case, i.e. running the cluster labeling approach on a cluster to generate a new label, we
again determine terms from the article and the comments, extract features, use the regression model
to score the terms and select the best scoring term as the label for that cluster.

In the next section we will give detail description about the features we used for representing candidate
labels.

3.4.2 Features

In the cluster labeling approach we use several features extracted from the news article and the com-
ments. Features extracted from the article are based on the following motivation. To define features for
the terms extracted from the news article we have investigated a set of 1.7K Guardian news articles
along with their user generated comments. On average we have 206 comments per news article. From
each news article we have extracted terms and analysed whether they have been also used in the user
generated comments. Our analysis shows that 35% of the terms extracted from the news article are
also mentioned in the comments. We also found out that mostly terms from the title and first sentence
(55% and 60% respectively) were mentioned in the comments. Terms extracted from other parts sen-
tences from 2 to 6 and sentences from 7 till the end of the article) were mentioned only around 45%
and 33% respectively. Around 43% of comments mentioned at least one or more terms extracted from
the article.

Based on this analysis we derived the following features:

• #Term in title: This feature counts how many times a term occurs in the article title.

• #Term in first sentence: This feature counts how many times a term occurs in the first sentence
of the article.

• #Term in 2-6 sentences: This feature counts how many times a term occurs in the sentences
including 2-6.

• #Term in sentences after 6: This feature counts how many times a term occurs in the 7th and
the following sentences till the end of the article.

• #Term in the entire article: This feature counts how many times a term occurs in the entire
article.

11We use the Weka’s implementation of linear regression. Weka can be obtained by following the link:
http://www.cs.waikato.ac.nz/ml/weka/.
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• Article centroid similarity: This feature computes the cosine similarity between the term and the
article centroid. The similarity is based on Word2Vec.

In addition to these “article” based features we also compute the following features:

• Term length: This feature returns the number of words in the term.

• #Term in all comments: This feature counts how many times a term occurs across all comments
on the article.

• #Term in all comment in the cluster: This feature counts how many times a term occurs in all
comments within a cluster.

• Cluster centroid similarity: This feature computes the cosine similarity between the term and
the cluster centroid. The similarity is based on Word2Vec.

• #Term in article + comments: This features counts how many times a term occurs together in
the article and all the comments.

3.4.3 Evaluation

We are currently working on setting up an evaluation exercise to assess the performance of this extrac-
tive labeling approach.

3.5 Cluster Labelling: Abstractive Approach

In contrast to our extractive approach we also developed an abstractive approach based on the graph-
based topic labelling algorithm of Hulpus et al. [75] which uses DBPedia [76]. We modified it for
comment cluster labelling.

3.5.1 Method

Our use of the Hulpus et al. [75] method proceeds as follows.

1. Topics of the cluster are extracted using an LDA model. The LDA was trained on large collection
of Guardian new articles along with their associated comments. Topic words spewed out by the
LDA model can be noisy. The hyperparameters were trained by observing the output. Additionally
a large stop word list was included to reduce the effect of the same. The number of topics (k) to
assign was determined empirically. We experimented by varying k between 2 and 10 and chose
k=5 based on the clarity of the labels generated.
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I was working in the south of France during the 2003 heatwave and I would wear a hat which I
kept soaked in water while at work, lie in a bath full of cold water before going to bed to get my
body temperature down and drink gallons of water through out the day and before going to bed.
My thermometer only went up to 50 degrees centigrade so I don’t know how hot it was during the
day but at 3 in the morning it was 32 degrees centigrade. I also avoided alcohol. It was hot. Here
in Devon it’s rarely been under 75 since June. In these conditions, dogs die due to stupid owners
leaving them in cars, people under-hydrate and pass out, wild-fires start due to fag ends on dry
grass, all sorts of stuff happens. It depends where you are, but some of the UK is baking.........

Table 9: System Generated Label:Occupational safety and health

2. A separate label is created for each such topic, by using the top 10 words of the topic (according to
the LDA model) to look up corresponding DBPedia concepts. We take the most-common sense.
The 10 word limit is to reduce noise. Each topic word corresponds to DBPedia concept, and can
be treated as a graph node on the DBpedia. This forms the concept graph for each topic word.
Less than 10 DBPedia concepts may be identified, as not all topic words have an identically-titled
DBPedia concept.

3. The individual concept graphs so-identified are then expanded using a restricted set of DBPedia
relations. To limit noise, we include only skos:broader, skos:broaderOf, rdfs:subClassOf, rdfs. The
graph expansion is limited to two hops. Upon increasing the expansion perimeter more abstract
concepts will be included.

4. The DBPedia merge operation is then applied on the sub graphs to create a larger graph encom-
passing all topic words and their peripheral concepts.

5. The central node of the merged graph is identified, providing the label for the topic. To do so,
graph centrality measures are used. Among different centrality measures, Closeness centrality is
used to find the central node. The intuition is that the label thus obtained should encompasses all
the abstract concepts that the topic represents.

A sample cluster along with the label generated by the above method is shown in Table 9.

3.5.2 Evaluation

To evaluate the association of comment clusters with labels created by the cluster labelling algorithm,
we create an annotation task by randomly selecting 22 comment clusters, developed using method
mentioned in section 3.3, along with their system generated labels. In the annotation bench for each
comment cluster label, three random clusters are chosen along with the comment cluster for which
the system generated the label. Three annotators (A, B, C) are chosen for this task. Annotators are
provided with a cluster label and asked to choose the comment cluster that best describes the label
from a list of four comment clusters. As the comment clusters are chosen at random, the label can
correspond to more than one comment cluster. The annotators are free to choose more than one
instance for the label, provided it abstracts the semantics of the cluster in some form.
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Annotators A-B B-C C-A Overall
Agreement 0.76 0.45 0.64 0.61

Table 10: Annotator agreement (Fleiss Kappa) for comment labelling over 22 comment clusters

In some instances, the comment label can be too generic or even very abstract. It can happen that a
label does not correspond to any of the comment clusters. In such cases, the annotators are asked not
to select any clusters. These instances are marked NA (Not Assigned) by the annotation bench. Inter-
annotator agreement is measured using Fleiss Kappa metric [77]. The output of the cluster labelling
algorithm is then evaluated with the annotated set using standard classification metrics.

3.5.3 Results

Tables 10 and 11 present results from the evaluation of the automatically generated comment cluster
labels. Table 10 shows the agreement between pairs of annotators and overall, as measured by Fleiss’
Kappa on the decision: given the label, which cluster does it describe best. Overall there is a substantial
agreement of κ = 0.61 between the three annotators. The annotator pair B-C, however, achieves only
moderate agreement of κ = 0.45, suggesting that some annotators make idiosyncratic choices when
assigning more generic abstractive labels to clusters.

Table 11 shows the evaluation scores for the automatically generated labels, given as precision, recall
and F scores results, along with the percentage of labels not assigned (NA) to any cluster. Overall,
annotators failed to assign labels to any cluster in 40.9% of cases. In the remaining cases, where
annotators did assign the labels to clusters, this was done with fairly high precision (0.8), and so as to
achieve an overall average recall of 0.5, suggesting that meaningful labels had been created.

Annotator Precision Recall F-score NA%
A 0.78 0.32 0.45 59.1 (13/22)
B 1.00 0.45 0.62 54.5 (12/22)
C 0.62 0.73 0.67 9.1 (2/22)

mean 0.80 0.50 0.58 40.9

Table 11: Evaluation results of the cluster labeling system for each of the 3 annotators. NA corresponds to the
number of labels not assigned.

3.6 Extractive Summarization

We modified our extractive summarization described in the deliverable D5.2 by basing it on the labels
generated from the clusters. Our motivation behind this is that labels extracted from the cluster deter-
mine the topic of the cluster and comments entailing the label(s) are a good topic representative of the
cluster for the reader. The steps of the extractive summarizer are detailed below:
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System R1 R2 R-SU4
D5.3-Extractive 0.355 0.051 0.143
D5.2-Baseline 0.42 0.05 0.13

Table 12: Results for the extractive summaries.

• Generating comment clusters: This is performed using our graph-based clustering approach as
described in Section 3.3.

• Generating cluster labels: This is performed using our clustering labeling approach as described
in Section 3.4. Note the output of this process is a ranked list of cluster labels.

• Selecting representative comments: We select from each cluster an entire comment that best
represents the cluster. For this we determine the comment that best covers the labels of that
cluster. The coverage is determined using word2Vec similarity. We compute the cosine angle
between the vector representation of the labels with the vector representation of the comments.
The vectors are obtained using word2Vec. The comment with highest cosine is selected for
inclusion in the summary.

3.6.1 Evaluation

To assess the quality of extractive summarization we use the gold standard summaries described in
Section 3.1. As our baseline system we use the best scoring system reported in D5.2. In this baseline
system we take the centroid of each thread and compute its similarity to the lead part of the article using
cosine similarity. The value of the cosine measure is used to sort the threads from most to least similar.
After sorting the threads, comments closest to the thread centroid are included in the summary.

ROUGE In the assessment we compared the automatically generated summaries against model
summaries written by humans using ROUGE [78]. Following the Document Understanding Conference
(DUC) evaluation standards we used ROUGE 1, ROUGE 2 (R2) and ROUGE SU4 (RSU4) as evaluation
metrics [79] . ROUGE 1 and 2 give recall scores for uni-gram and bi-gram overlap respectively between
the automatically generated summaries and the reference ones. ROUGE SU4 allows bi-grams to be
composed of non-contiguous words, with a maximum of four words between the bi-grams.

3.6.2 Results

From the results in Table 12 we see that the current extractive summaries are lower in R1 scores, more
or less equal in R2 and better in RSU4.
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3.7 Abstractive Summarization

Unlike the extractive summarization system described in Section 3.6 the aim of the abstractive sum-
marization is to use pieces of information from the comment clusters and write a natural language
summary. Abstractive summarization is a complex process. In SENSEI, without going into this complex
process, we make use of cluster labels extracted as described in Section 3.4 and glue them together
using manually generated template patterns. The patterns are used to introduce label that is assumed
to entail a topic.

3.7.1 Method

The input to our abstractive summarization approach is a set of comments along with the news article.
To summarize these comments our abstractive summarization approach consists of five steps:

1. Generating comment clusters: This is performed using our graph-based clustering approach as
described in Section 3.3.

2. Generating cluster labels: This is performed using our clustering labeling approach as described
in Section 3.4. Note the output of this process is a ranked list of cluster labels.

3. Ordering the labels: From each cluster the best scoring label is taken. The labels are then sorted
according to the size of the cluster they came from. The size of the cluster is determined based
on its number of comments.

4. Selecting patterns to glue with the labels: For each label we select the pattern to glue together.
Note the pattern always precedes the label and together they make a full sentence. The patterns
are ordered. The first pattern introduces the label that comes from the cluster with most comments
in it. The next pattern introduces the next label with the second greatest cluster size, etc.

5. Selecting example sentences from the cluster: In addition to step 4 we also select for each
cluster label an example sentence extracted from the comments of that cluster. This step involves
first the determination of identifying sentences in the comments, determining terms in each sen-
tence and finally computing the Word2Vec based similarity of terms of each sentence to the
centroid of the cluster. In addition to this we also compute the cluster label Word2Vec similar-
ity to the terms from the candidate sentence and add it to the centroid similarity. The summed
similarity figures are used to score the sentences and sort them in descending order. We select
the sentence with the highest score. In the final abstractive summary the sentences extracted as
example follow the sentences containing the cluster label.

3.7.2 Evaluation

Similar to the extractive summarization approach described in Section 3.6 we evaluate the abstractive
summaries.
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System R1 R2 R-SU4
D5.3-Abstractive 0.393 0.058 0.165
D5.3-Extractive 0.355 0.051 0.143
D5.2-Baseline 0.42 0.05 0.13

Table 13: Results for the abstractive summaries.

3.7.3 Results

Table 13 shows the results for the abstrative summaries.

From Table in 13 we can see that the abstractive summaries are substantially better compared to the
extractive summaries. This is also the case for the D5.2 baselines summaries with respect to R2 and
R-SU4. Figure 4 shows an example output of the abstractive summarizer.

Most of the comments talk about the topic “people with mental health issues” . For example people
say ”My brother in law has a number of mental health issues including paranoid schizophrenia.”

A good amount of contributors discuss the matter “police officers to classify people”. An example of
such discussion is “The police aren’t doctors and they shouldn’t try to be.”

Some people also share their opinions about the topic “police access”. An example of such opinion
is “This is sadly what can happen when the police become involved with the vulnerable Moreover
what difference would it have made had the police access to his records?”

Furthermore, a few discussions entail the subject “school talk to social services” . E.g. “Do you
actually know what data social services and the police hold about you and whether it’s accurate?”

Another few mention the topic about “data protection act principles” . A good example for this is the
comment extract “Don’t forget we are talking about sensitive personal data here.”

In addition, some minor discussions are about the topic “police officer to preserve freedom”. An
examplar of such discussion is “It should be recognised as the duty of every police officer to preserve
freedom.”

Finally, in few comments the discussion goes around the topic “crime pre distribution pre taxation”
The following sentence is an evidence for such a discussion “Pre crime Pre distribution Pre taxation
It’s all about the state screwing the public and the left are cheering it on.”

Figure 4: Example abstractive summary.

3.8 Template-based Summarization

During Y2 we designed a concise template-based summary that included all the requirements of the
Town Hall Meeting scenario, namely:

1. headline/article summary,
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2. key contributors,

3. list of main topics in the article and comments,

4. intensity of emotions associated to topics,

5. consensus or divided opinion on topics.

The template-based summary, described in detail in Deliverable 5.2, is depicted in Figure 5:

Figure 5: Template-based summary schema. In red and bold there are the variable fields to be filled in, in black
the fixed template.

There are fixed parts (in black) and slots filled by the aggregation of the outputs of different modules
(in red), such as topic, agreement/disagreement and mood extraction modules. From Y2, there are two
main improvements in the template-based summarization:

• improvements in the performance of agreement/disagreement and mood extraction modules,

• translation into the languages of the SENSEI project: (English, Italian and French).

We integrated the template-based summary in the three languages into the UNITN social media sum-
marization demo. The availability of language tags, provided by Websays, allow us to automatically
detect the language of incoming conversations and display the template accordingly. An example of the
outcome of the template-based summary in Italian is depicted in Figure 6.
As evauation, we tested the supervised components generating fillers of the slots in the template-based
summary: namely the agreement/disagreement extraction module (MAE is 0.32) and mood prediciton
module (average RMSE on five moods is 0.18).
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Figure 6: Example of the Template-based summary in Italian. The summary contains an extract of the article title
(in green), topics (yellow), moods (blue), and the name of the most active blogger (red).
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4 Conclusions

In this deliverable we have presented SENSEI’s final conversation analysis and summarization com-
ponents for both the speech and social media use cases. For the speech use case we outlined two
abstractive template-based summarization systems which are based on generalizing human-authored
synopses to templates with the slots to fill and then linking the summary units to the original conversa-
tions. For the social media use case we have reported several components to analyse news comments
for sentiment, discourse relations between the comments, agreement and disagreement between a
comment and its antecedent (either the source news article or the comment that it is a reply to) and
anaphora resolution between different mentions of discourse entities. In addition to these components
we described a graph-based approach to perform clustering of comments into topics and outlined two
different approaches to label comment clusters. Finally, we presented three different summarization
systems to summarize comments to online news.

While some components used in summarization are shared across the speech and social media sce-
narios, the core summarization systems are different. This has less to do with the modality of the
conversational interaction (speech vs text) and more to do with differences in the use cases that under-
lie the speech and social media scenarios. In the speech scenario (call centres) users call with specific
problems to be addressed. These conversations are two party and the problems addressed, in general,
fall into a finite number of classes that recur again and again. As a consequence it is possible to induce
from synopses templates whose slots reflect the semantics of the specific problem (e.g., in the Decoda
domain, lost luggage, route enquiries, etc.). For social media, where conversations are multiway and
can involve scores of participants, reader comments may address any issue or topic whatsoever, induc-
ing topic-specific templates is impossible. Hence different approaches to the two tasks appear to be
necessary and at this point it is not easy to see how the techniques for these very different tasks might
converge. However, it would be interesting to explore potential transfer of approaches from one task
setting to the other to see whether new insights might be gained.

Taken together the refinements and extensions described in this report have led to: improved perfor-
mance on some tasks, new functionality and a more integrated and robust software infrastructure. Of
course much remains to be done to improve performance further. To gain deeper insight into what is
and is not working and how useful the technologies that have been developed are for end users further
evaluation is needed, both intrinsic and extrinsic. This is on-going and will be reported in D1.4.
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