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Jeremy Auguste (Aix Marseille Université, AMU)
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Executive Summary

The objectives of WP3 is to automatically generate a structured semantic and parasemantic representa-
tion of human-human conversations in three languages: English, French,and Italian. In this deliverable
we report the work done on the representation and extraction of parasemantic features for speech
and social media over Period 3. The work done in WP3 has a strong impact on the applications of
parasematic analysis tools in summarisation and in the monitoring of the 2016 Brexit referendum con-
versations, reported in D5.3 and D6.3 respectively.
Following the use case scenarios designed in Period 1 for speech and social media, we identified dif-
ferent parasemantic tasks: empathy detection from speech, mood detection for both speech and social
media, identification of problems in telephone conversations, competitive overlap detection in speech,
and stance detection in social media. A final sixth task addresses the parasemantic and discourse
structure parsing: the Agreement/Disagreement relation extraction, which is reported in D4.3.
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1 Introduction

The main objectives of WP3 is to automatically generate a structured semantic and para-semantic
representation of human-human conversations. These structured semantic representations will be ob-
tained for the three languges of the SENSEI project (English, French and Italian) through a parsing
process done at three linguistic levels: syntactic, semantic and para-semantic. This WP is made of
three tasks corresponding to different levels of parsing: syntactic, semantic, and para-semantic pars-
ing, as well as to multi-domain and multi-modality adaptation. Syntactic parsing is the segmentation
of each conversation into the syntactic dependencies existing between the main syntactic elements,
or chunks. Semantic parsing is a predicate/argument extraction based on a FrameNet model. Finally
the para-semantic level described in this deliverable, concerns pragmatics, addressing tasks such as
competitive overlapping in speech and mood extraction from social media textual data.
WP3 is divided into 3 tasks: 1) Task 3.1. Feature extraction from FrameNet Semantic Parsing. The
aim is to automatically produce frame-semantic representation of a sentence. 2) Task 3.2. Extraction of
features for para-semantic prediction. The goal is the development of extraction methods of non-verbal
cues to predict para-semantic features such as mood, emotions and behavioral patterns. Task 3.3.
Multi-domain and cross-media model adaptation. This task is about the use of unsupervised or weakly
supervised methods for adapting syntactic and semantic parsing models from one application-domain
(or modality) to another application-domain (or modality).
During P1 we performed Task 3.1 and 3.3. We used a combination of models from flat entity-based
annotation to FrameNet-based models.The frame parser is based either on off-the-shelf tools adapted
on the input and output channels to the tasks or corpus-specific parsers developed when some level
of annotation is available on a given corpus on which new models can be trained. In D3.1 we reported
about 1) the Adaptation of a syntactic parser to process spontaneous speech with limited supervision;
2) the Frame annotation of the French RATP-DECODA corpus; 3) the Evaluation of the state-of-the-art
FrameNet parser SEMAFOR on SENSEI data and 4) Cross-language methodology adaptation, in other
words when no available parser or annotated corpus is available for a given language, we translated the
source document to English, using a generic parser then align the output with the source document. We
applied this methodology to the Italian LUNA data and we compared it to the output of corpus-specific
parsers, developed during the LUNA project.
During P2 we addressed mainly Task 3.3, using generic rich linguistic resources available in the three
SENSEI languages in conjunction with cross-language and cross-domain adaptation methodologies.
The three adaptation approaches are addressed: cross-language adaptation via Statistical Machine
Translation cross-domain adaptation through re-ranking of n-best lists of generic or in-domain parsers,
and cross-domain and cross-language adaptation of word embeddings. The first two approaches are
addressed on the FrameNet semantic parsing task, the latter on the tasks of sentiment lexicon trans-
lation and also frame-semantic parsing. We have observed that the cross-language adaptation with
re-ranking methodology performs significantly worse than the in-domain semantic models. Moreover,
the in-domain Italian semantic parser improves significantly with the re-ranking methodology. There-
fore, we abandon the cross-language adaptation with re-ranking methodology and use the re-ranking
methodology, in case any in-domain data is available in the desired language. From the cross-language
adaptation of word embeddings, we have observed that adapting an embedding space is good for sen-
timent lexicon translation. For the cross-domain word embedding adaptation, the proposed approach
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outperforms state-of-the-art Conditional Random Field approach on the frame-semantic parsing tagging
task when little in-domain adaptation data is available. This deliverable is structured as follows: in the
following sub-section we review the follow-up recommendations from the second year review report, in
section 2 we briefly review the approaches to para-semantic analysis in NLP, then the sections 3 and 4
describe the parasemantic tools we developed for speech and social media respectively.
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1.1 Follow-up to Period 2 Activities

In this deliverable we report the work done for Task 3.2: the extraction of parasemantic features. This
task, scheduled to start in P2 and end in P3, involved two partners of the consortium: UNITN and
AMU. At the end of Period 1, in the deliverable D3.1, we have presented the semantic models and
the parsing methodology developed in WP3 for processing the Human-Human SENSEI conversations
for social media and speech data. The different methods for producing semantic representations were
introduced from the three SENSEI languages English, French, and Italian either using corpus-specific
or generic tools. At the end of Period 2 we have presented cross-languages adaptation methodology
with subsequent cross-domain re-ranking for generic tools in the resource-rich languages like English
and compared this methodology with the re-ranking of the output of corpus-specific semantic parser. As
expected, the outcome of period 2 demonstrated that the use of generic models with or without cross-
language methodology produces lower performance. However, re-ranking of domain-specific models
further improves the performance. Thus, using generic tools with cross-language methodology is left
as the last resort in the case of absence of any in-domain annotated data.
The work done on adaptation with vector-space models, either cross-language or cross-domain, opened
new pathways for other SENSEI task and WPs. In particular, we designed cross-language systems for
parasemantic feature extraction in WP3 (mood extraction), WP4 (Agreement/Disagreement structures),
in summarisation and for monitoring and predicting brexit (see D6.3).

Follow-up to Recommendations from Previous Review A recommendation from the second
year review related to WP3 among others, addressed the issue of two summarisation techniques, devel-
oped respectively by AMU and UNITN, trained on different languages (French and Italian respectively).
The recommendation was to apply the techniques to at least one common language, in order to have
an evaluation of the system performances on the same data.
Given that the evaluation of social media is in English, we designed language-adaptive systems for
the extraction of mood from social media (reported in this deliverable) and the extraction of Agree-
ment/Disagreement structures (reported in D4.3) in order to exploit them in the evaluation of social
media summrisation in English, even if the training set was in Italian. The results of the social media
evaluation are reported in D6.3.
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2 Overview of Approaches to Para-semantic Anal-
ysis in NLP

Thinking about para-semantics in NLP, the most popular tasks are opinion mining [1] and sentiment
analysis [2, 3]. In the last decade these tasks strongly attracted the attention of the media, in particular
because they allowed researchers and companies to automatically analyze large datasets from social
media and microblogging websites, tracking reputation of public figures and opinions about companies
products. Existing tools for NLP, such as dictionaries and lexical resources, are the main method used
in literature for the extraction of features from text, and in recent years there has been a great effort
towards the creation of lexica designed for specific domains [4], in order to capture domain-specific
sentiment clues as the presence of intensifiers, emoticons/emojis, abbreviations and hashtags.
Previous work in the detection of parasemantic dimenstions in conversations can be divided into three
areas: 1) the definition of parasemantic tasks, the development and annotation of corpora and lexical
resources, 3) the prediction of parasemantic dimensions or the extraction of parasemantic features
from synchronous conversations, such as dyadic spoken calls, and asynchronous conversations, such
as blog comments in social media.

Overview of Para-semantic tasks for spoken conversations Parasemantics concerns the
communication levels traditionally classified in domains different from semantics, like pragmatics. This
includes several tasks ranging from sentiment analysis and opinion mining to stance detection, mood
and Agreement/Disagreement. In general, what we find in conversations can be defined in terms of
shared public commitments, that ground the speech acts performed by the participants within the con-
versation [5]. What differs from one task to another is the problem to be solved and how it is ad-
dressed. From an operational point of view, the definitions of parasemantic tasks differ considerably
in synchronous and asynchronous conversations. In synchronous conversations, such as call center
conversations, numerous studies exist for call center related research related to behavioural and con-
versational analysis dimension [6, 7, 8, 9]. In this case parasemantics is related to the evaluation of the
quality of a call, in terms of efficiency or customer experience.

Indeed, evaluating the quality of a spoken conversation can be seen, on the customer/client side, as a
particular case of opinion/sentiment analysis, assuming that callers satisfaction can be inferred from the
expression of positive or negative opinions and sentiments [10]. On the operator/agent side, the recog-
nition of speaker personality traits can characterize some aspects of a dialogue. Research programs
such as the Interspeech Speaker Trait Challenge [11] have focused on this task, aiming at recognizing
traits that can be relevant to this study such as Conscientiousness (Efficient, organized, etc.) or Agree-
ableness (Compassionate, cooperative etc). If most of these studies have been made on broadcast
speech, spontaneous conversational speech was also studied within the same framework [12]. It was
shown in [12] that if acoustic features were the dominant set of features to predict personality, lexical
features played also an important role.

A quality management system to asses the service of call centers was introduced by previous work [6].
The system uses a set of features to classify each call as good or bad based on different aspects of the
quality questionnaire. The focus is on procedural aspects of the call. Studies suggest that a customer
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service can vastly be improved by studying the customer behaviour [8]. However, this cannot be easily
performed as most often data cannot be used for analysis because of the privacy issues.

Recently [13] described a system called QART dedicated to evaluate both Quality assurance (QA) and
customer satisfaction (C-Sat). This is very similar to some of the SENSEI goals, the main difference
being that some analysis of their method relied on supervised learning with specific annotations. In our
approaches we only use unsupervised or free annotations already existing in call centers.

Overview of para-semantic tasks for social media On the other hand there are several parase-
mantic tasks that address asynchronous social media conversations. For example, apart from the very
popular sentiment analysis and opinion mining tasks, there are emerging parasemantic tasks such as
stance detection [14] and Agreement/Disagreement structures extraction [15]. For example the extrac-
tion of relationships among participants to a multiparty conversation, expressed at message level, a
post or turn text unit [16]; the same can be done between pairs of sentences belonging or not to the
same thread [17]. Another way to define a stance detection or Agreement/Disagreement task is the ex-
traction of Quote-Response DAs pairs and triplets. These pairs and triplets are linked by the structure
of the thread, where each message is about the same topic [18]. Regarding mood and emotions, the af-
fective dimension of text has been mainly analyzed in terms of positive and negative polarity [19, 20, 4]
for decades, although more detailed dimensions are proven to be very useful. Mood extraction tasks
differ for the dimensions they can extract and predict, such as tension, depression, anger, vigor, fatigue,
and confusion in tweets are found to be good predictors of stock market exchanges [21]. It has also
been demonstrated that it is possible to predict anger, sadness, and joy from Livejournal blog with per-
formances up to 78% of accuracy [22].
Among the corpora and tools available for parasemantic tasks, there are corpora and lexica for sen-
timent analysis, such as SenticNet [4] or other multilingual resources [23]. Not so many corpora are
available instead for tasks like stance detection in social media, such as the IAC corpus [18], a large
collection of political debates in English extracted from the website 4forums.com. Among the existing
resources none was available in Italian and French. We produced a resource for Italian (the CorEA
corpus, reported in D2.1 and 2.2) that we used for training systems for mood detection and Agree-
ment/Disagreement argument structures.

D3.3 Report on the para-semantic parsing of conversations (spoken and text)
| version 1.0 | page 11/43



3 Para-semantic Parsing of Spoken Conversations

3.1 Problematic Call Detection

Detecting problematic calls in telephone call centre is critical for companies in order to assess the
quality of the service provided. The definition of a problematic call can differ according to the point
of view considered: for call centre companies, agents’ behaviour is the most relevant dimension: did
the agent followed the company’s guidelines, was he efficient, polite, . . . . For callers, problematic
calls are the ones where the request expressed at is not properly resolved by the agent. From a
general point of view, problematic calls are those containing conflicts between participants. These
dimensions or perspectives can affect the approach that is followed to identify them. Previous studies
have focused on supervised approaches for detecting such calls[6]. However, Supervised approaches
for call center conversation quality monitoring, suffers of two main drawbacks: the need for expensive
human annotation corresponding to the kind of problems targeted; the severe unbalanced distribution
between normal and problematic dialogues.

This study addresses these issues by proposing two strategies for detecting several ranges of problem-
atic calls at no extra cost:

1. Targeting agent behaviours and relying on a supervised model trained on free annotations col-
lected directly at the call centre level in the Quality Assurance department (the ACOF forms pre-
sented in WP1)

2. Using an unsupervised clustering method based on features produced in WP3 and WP4 in order
to group together conversations containing conflicts and users frustration.

We use in this study the RATP-DECODA corpus [24] already presented in several other studies in the
SENSEI project. We recall in the following subsection the data we use in order to evaluate agent be-
haviour (the ACOF forms presented in D1.3), then we introduce the features used for the unsupervised
clustering process.

Understanding Agent Behaviour It is a routine practice in call centers to assess the quality of
the calls based on the agent behaviour. They perform this through the means of quality monitoring
questionnaires. It contains various functional and operational related questions from the behaviour of
the agent. A quality supervisor goes through each of questions mentioned with respect to call from
agent’s perspective. He/she marks if the agent PASS(ed) or FAIL(ed) with respect to the questions
asked. This is a standard operational procedure followed by most of the call centers. The document
thus prepared is later used for evaluating the performance of the agent. The information contained
in these quality monitoring questionnaire can be used to detect problematic call arising from agent
behaviour. Thus, this can be seen as a collection of freely available data that could be used to model
problematic calls. Table 1 shows a typical Quality Monitoring (QM) parameters which are tracked by the
QM supervisors.
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Table 1: Quality Monitoring Parameters Evaluated

ID Quality Monitoring Parameters
1 Agent respects opening procedure
2 Agent listens actively and asks relevant questions
3 Agent shows the information in a clear, comprehen-

sive and essential way
4 Agent manages the objections reassuring the cus-

tomer and always focusing on client satisfaction
5 Agent manages the call with safety
6 Agent uses positive words
7 Agent follows the closing script
8 Agent is polite and proactive with the customer
9 Agent is able to adapt to the style of client’s commu-

nication always maintaining professionalism
10 Agent Management: he negotiates the wait always

giving reasons
11 Ability to listen

Typically, in a call center, an agent is evaluated by one QM supervisor. Readers are informed that
not all call are monitored due to near impossibility of manually tracking every call. Even though this
data is freely available due to the operational aspects of call centers, it is not created with an objective
of developing a training set to build a supervised model to identify problematic calls. Hence, further
analysis about the usability of this data is required. We set up an annotation task to understand the
quality of the agent behaviour assessment of the agent by these QM supervisors.

We selected 3 annotators for this task. The annotators are professional quality monitoring supervisors
in one of largest call center company in Europe (Teleperformance), partner of the SENSEI project.
The audio and respective transcript was provided to the annotators. Based on the specific questions
mentioned in table 1, annotators were asked to mark the conversation as PASS, FAIL and NA. The
category PASS reflects the fact that the annotator is satisfied with the specific objective mentioned in
the QM questionnaire. If they are unsatisfactory, then they are marked as FAIL. If the annotators do not
have sufficient information to make decision they are marked as NA. This includes cases in which the
service does not provide any actions of up-selling, or if agents do not collect specific information of the
customer like name, surname etc, or if the agent’s objective (qualitative or quantitative) is ambiguous.

Fleiss Kappa is used to measure the inter-annotation agreement [25]. The kappa agreement along with
data statistics of annotations are provided in Table 2. Call samples are assigned labels using a majority
based annotator voting.

We observe, on an average, that there is a moderate inter-annotation agreement. In some cases, for
instance question 2, 4 and 6, it is poor or no agreement at all. Given this premise, the QM task is
highly subjective. The reason for that subjective nature are many. Human bias is an important factor
in such annotation tasks. For instance, Question 6 has no agreement at all. This QM tries to find
out whether the Agent uses positive words during the conversation with the customer. However, since
agents do not use very negative (rude words for example) or very positive words, the association of
words with sentiment labels is highly subjective. In addition, agents recorded in the Decoda corpus
were not instructed to behave so that they obtain a good score with the QM questions. Another factor
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Table 2: Inter-annotation agreement using Fleiss Kappa along with annotation category selected based on ma-
jority voting

Quest. ID Pass Fail NA Kappa Agreement
1 346 0 2 1.0 Perfect
2 303 15 30 0.08 Slight
3 334 6 8 0.44 Moderate
4 240 25 83 0.15 Slight
5 329 15 4 0.51 Moderate
6 182 76 90 -0.13 No
7 332 3 13 0.54 Moderate
8 341 4 3 0.65 Moderate
9 330 14 4 0.53 Moderate
10 206 3 139 0.90 Perfect
11 326 16 6 0.25 Fair

is the different dimension each QM parameter tries to address. Question 3 has a moderate agreement
because it is a multi-faceted. It tries to assess agents behaviour on three dimension - clarity of speech,
comprehensive and finally on picking necessary information from the customer. From the perspective
of QM supervisors’, this question is overloaded and assessing it can be very difficult.

From the annotation statistics in Table 2, only question 1 and 10 have high degree of agreement. These
two questions could be evaluated automatically. Conversely, critical quality monitoring parameters like
Question 2,3,4, 8 and 11 are more difficult to answer for an automatic system. Moreover, number of
FAIL samples are too few to create a sound supervised approach for evaluate each QM parameter.

Lastly, it appears also that although annotators would agree on the fact that a conversation is problem-
atic, they might differ on the FAIL parameters given to justify their decision. Therefore, as the agreement
at the question level is moderate, it would be difficult to design a high confidence automatic QM eval-
uation system which answers separately to each of them. By taking all the questions as a whole, it is
possible to reduce the effort of QM supervisors. A semi-automatic system for QM monitoring based on
Table 1 can be developed in order to flag suspicious call conversations based on any of the parameters
mentioned in Table 1 and forward problematic conversations to QM supervisors.

Flagging Problematic calls based on Agent Behaviour Ideally, a binary classifier needs to be
set up for each type of behaviour that is analysed in the questionairre mentioned in table 1. However
that is not feasible, as there is high bias in the judgement of the quality monitoring supervisors. This is
evident from the inter annotation agreement results presented in the table 2. To mitigate this bias, we
propose to flag problematic calls based on the overall behaviour of the agent. Here, we are targeting
all the parameters mentioned in Table 1 at once.

Such a flagging of the problematic calls would reduce the effort borne by QM supervisors which in turn
can lead to more number of calls sampled for quality monitoring. Flagging is posed as a supervised
binary classification problem where the thrust is to detect the negative samples. For this, all samples
which are considered to be fail for any of the parameters mentioned in Table 1 are labeled as non-
compliant samples (NON-PASS). The rest of the samples are considered as positive samples (PASS).
After this abstraction, there were 247 total samples, with 60 non-pass and 187 pass samples.

We categorized features into three types. They are:
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• Meta Features (MF): Conversation Time Features (TI): The time spoken by each participant
during the call can be a measure of the agent behaviour. The conversation time of the agent,
customer and the automatic machine is captured using the audio file. The normalized conversa-
tion time for each participant is used a features. Conversation Length Features (T): Amount of
words spoken by the agents/customer can be a signal of service that is being carried out. The
conversation length in terms of words spoken by the agent, customer and the automatic machine
is captured using audio file. The normalized conversation length for each participant is used a
features. Wait Time Features (WA): One of the parameters which is often taken in the case of
call center conversation is the waiting time. The waiting time refers to time taken by agent to
respond to a query. It can also refer to the agent as well as the customer. Average normalized
wait period is extracted for the agent as well as customer. Turn Features (TU): Total number of
turns, along with turns of customer and agent is captured and used a features.

• Speech Features (SF): Different set of experiments were performed to identify a set of features to
be used for this study. The Interspeech Emotion challenge feature set of 2009 was used as base
features [26]. However, it was observed not all features were necessary for classification. After
pruning, final set of features include fundamental frequency, voicing probability and the loudness
contour.

• Text Features (TF): Sentiment Features (E): We developed a sentiment lexicon to extract sen-
timent related features. To do so, canonical words are selected from Tweets. Thereafter their
Pointwise Mutual Information (PMI) is calculated with respect to the sentiment label of the tweet.
The sentiment label of the tweets is obtained from the hashtags present in the tweets. Tweets with
hashtags #positive/#negative are chosen to select the words. Real valued sentiment scores are
obtained for the words extracted in this manner. Based on threshold these words are marked as
positive or negative. Thereafter they are used for feature engineering. There are 27,820 entries in
the lexicon. Agent Utterance Features (UA): The utterances of the agent from the call transcript
are stemmed and terms with frequency more than 1 and less than 5,000 are used as features.
QM supervisors most often focus on the vocabulary of the speakers to check the compliance of
the call with the standard.

Detecting conflict from the customer point of view Conflict of the agent with customer is an
instance of problematic call. One reason for such a conflict is the frustration that either of the parties
have. For the smooth functioning of call centers, it is imperative that such conflict ensuing instances are
reduced.

A conflict episode is defined as a three stages phenomenon: A’s statement; B’s counterstatement; A’s
counterstatement to B [27, 28, 29, 30].

A conflict can be detected through interactional and discursive cues. For example, since Sacks et
al.[31], it is well known that turns-at-talk are organized as a real system in which pauses and overlaps
are minimized. So, overlaps, interruptions, failed attempt to take a speech turn can be relevant pa-
rameters to characterize a potential conflict episode. In the same way, in this kind of interaction (call
center), politeness constraints, at least from the agent, are stronger than in casual ones. The pres-
ence of ritualized sequences like opening and closing are very expected and their absence, partial or
full, could indicate a conflict. At the discursive level, negative comments, interjections, insults, negative
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categorization (like “mess” instead of “situation”), the presence of explicit opposite or negative markers
such as “but” or “no” may reveal a conflict.

Here it is worth noting that all these quoted cues might be poly functional and require taking into account
not only a larger discursive context but also the situational one to discriminate the current function.

Due to the lack of annotated data, and considering the difficulty of collecting such data in a running
call center, we decided to develop an unsupervised clustering method in order to select calls likely to
contain a conflict between the operator and the caller. We use Gaussian mixture models (GMM) for
clustering the problematic calls. Multiple features based on agent-customer interactions and inspired
by the descriptions of Section 3.1 are designed to capture frustration and conflicts. These are described
below:

• Overlaps

The proportion of overlaps between turns that occur in a dialogue is used. Only the number of
overlaps is taken into account because the duration of each overlap is not reliable enough in our
corpus.

• Word polarity

The polarity of each word is retrieved from a word polarity dictionary. Each word’s Pointwise
Mutual Information is calculated by looking at the type of smileys found in tweets containing our
word. Two features are created using this polarity. Both of them calculate the mean polarity of the
words in a dialogue, but the first feature uses words said by both speakers whereas the second
feature only uses words said by the caller.

• Dialogue Acts

The dialogue acts are predicted using an automatic dialogue act classifier on our dialogues. We
use 4 dialogue acts for our features which are: Opening, Closing, Declaration and Interruption.
The opening (resp. closing) dialogue acts describes introduction turns (resp. conclusion turns).
The declaration dialogue act describes neutral turns where the speaker adds a piece of informa-
tion that doesn’t necessarily need an interaction with the other speaker. The interruption dialogue
acts describe return of comprehension turns in which the speaker simply signals to the other
speaker that he understood what he was saying. This dialogue act also describes turns in which
a speaker (usually the agent) asks the other speaker to wait. The first features take into account
the proportion of openings (resp. closings) in a dialogue. Another feature takes a look at the
proportion of declarations said by the caller. Finally, the last two features look at the proportion of
interruptions said by both speakers and by the caller.

Dialog flagging classifier: Stochastic Gradient based linear predictors are used for classifica-
tion [32]. Since the dataset is comparatively small, a stratified 5 fold sampling is performed. For
speech related features, opensmile is used [33]. For extracting these features FrameSize=0.025 and
FrameStep=0.010 are used. Speech features thus extracted were aggregated over the individual turn
time of the speakers and used as features. Standard classification metrics of recall, precision and fscore
are used for evaluation.
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Table 3: Results of Flagging based QM system on various feature sets for manually annotated dataset (top) and
on ASR output(below). Best combination consists of features that includes agent utterances, turns and wait time

Feature Set PASS Non-PASS Overall
Precision Recall Fscore Precision Recall Fscore Precision Recall Fscore

SF 0.76 0.60 0.67 0.25 0.42 0.31 0.64 0.56 0.59
TF 0.75 0.82 0.78 0.23 0.17 0.19 0.63 0.66 0.64
MF 0.73 0.67 0.70 0.19 0.23 0.21 0.60 0.57 0.58
SF+MF 0.76 1.00 0.86 0.00 0.00 0.00 0.57 0.76 0.65
SF+TF 0.77 0.61 0.68 0.27 0.43 0.33 0.65 0.57 0.60
MF+TF 0.75 0.80 0.78 0.21 0.17 0.19 0.62 0.65 0.63
SF+MF+TF 0.75 0.84 0.79 0.23 0.15 0.18 0.63 0.67 0.65
Best Combination 0.79 0.85 0.82 0.39 0.30 0.34 0.69 0.72 0.70

On ASR output
SF 0.76 0.60 0.67 0.25 0.42 0.31 0.64 0.56 0.59
TF 0.76 0.87 0.81 0.28 0.15 0.20 0.64 0.69 0.66
MF 0.75 0.80 0.78 0.25 0.20 0.22 0.63 0.65 0.64
SF+TF 0.76 0.80 0.78 0.27 0.22 0.24 0.64 0.66 0.65
SF+MF 0.75 1.00 0.86 0.00 0.00 0.00 0.57 0.75 0.65
MF+TF 0.76 0.89 0.82 0.29 0.14 0.18 0.64 0.70 0.66
SF+MF+TF 0.76 0.89 0.82 0.29 0.14 0.18 0.64 0.70 0.66
Best Combination 0.79 0.84 0.81 0.39 0.31 0.34 0.69 0.71 0.70

Unsupervised dialog clustering: in order to evaluate the different clusterings, new annotation
has been done on the decoda corpus. Annotators had to say for each speaker if he’s calm (cold),
angry (hot) or between the two (medium) at the start, middle and end of the dialogue. Using this ”heat”
annotation, 158 dialogues have been annotated. For our evaluation, dialogues are splitted into two
classes: Hot and Cold. If in the heat annotation a dialogue has at least one Hot or Medium label, then
we consider the dialogue to be Hot. Otherwise, the dialogue is Cold. This gives us 50 Hot dialogues
and 108 Cold dialogues.

Scikit-learn’s [32] implementation of GMM which uses the expectation-maximization algorithm to esti-
mate the parameters is used for clustering experiments. Through empirical testing, we found the best
results were obtained by using diagonal covariance matrices and 5 components. The results reported
are based on that setting. The metrics used to evaluate the clusterings are the purity of the clusters,
and the precision, recall and f-score for the Hot class. The precision and recall are calculated on the
cluster that has the most Hot dialogues in it.

Automatic Speech transcriptions: in order to have realistic assessment, performance compar-
isons are done on automatic transcriptions (ASR) as well. The ASR transcriptions used in this study
are described in [34]. They are obtained thanks to the LIUM system based on the Kaldi decoder [35]
with DNN acoustic models as well as LIUM rescoring tools [36]. The average WER is 34.5%. This high
error rate is mainly due to speech disfluencies and noisy acoustic environments.

Problematic calls based on Agent Behaviour Table 3 shows the result of the flagging system
for different feature sets. The result suggests that features can identify the NON-PASS samples from
PASS samples. Importance is given to detect the NON-PASS class over the PASS class. Conventional
approaches for classification would fail as the system developed would not be optimized to detect the
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Table 4: Results of the clusterings depending on the used feature set

Feature set Purity Precision Recall F-score
Polarity 0.728 0.561 0.637 0.597

Overlaps 0.684 0.374 0.338 0.355
Acts 0.684 0.480 0.486 0.483

Acts+Overlaps 0.747 0.582 0.718 0.643
Polarity+Overlaps 0.746 0.595 0.618 0.606

Polarity+Acts 0.766 0.600 0.780 0.678
Polarity+Overlaps+Acts 0.753 0.587 0.740 0.655

On ASR output
Polarity 0.671 0.482 0.717 0.577

Polarity+Overlaps 0.671 0.466 0.737 0.570

under sampled category. To mitigate the effects of class skewness, the optimization performed on the
learner is recall based. This ensures that classifiers learn the under-sampled class.

Given that annotation agreement is quite poor, the best f-score of 34% on the NON-PASS class is
acceptable. This is obtained for feature set comprising of agent utterances, turns and wait time. The
system is able to detect PASS class with acceptable precision and recall. As a result more calls can be
sampled in the allotted time. This can lead to an overall improved operational efficiency.

Problematic calls based on Conflicts and User frustration Table 4 shows the result of the
clusterings depending on the features that were used. We could not evaluate the dialogue acts features
on the ASR output because they weren’t available.

The results suggest that the word polarity features are the main contributors to the task and when used
alone puts into the same cluster 64% of the ”Hot” dialogues. But overlaps and dialogue acts are still
beneficial since we obtain better scores when used together. When used with the polarity features,
dialogue acts and overlaps allow us to even further improve the scores even if overlaps seem to be
slightly less beneficial.

The best results are obtained with the word polarity features combined with the dialogues acts features
with a purity of 77% and a F-score of 68%.

Are the problems related? In order to see if the Agent Behaviour approach and the Conflicts and
User frustration approach respond to a similar problem, evaluation of the obtained clusters was also
done using the FAIL/PASS annotation. In figure 1, we can see the distribution of the FAIL and PASS
dialogues in our clusters generated using the Polarity+Acts feature set. For comparison, the distribution
of the Hot and Cold dialogues is shown in figure 2. The instances of failed classes are distributed across
different clusters, suggesting different dimensions of problematic calls.
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Figure 1: Distribution of the dialogues in the
clusters using labels obtained from Section 3.1
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Figure 2: Distribution of the dialogues in the
clusters using heat annotation

3.2 Empathy and Emotion Detection in Speech

In the context of automatic behavioral analysis, we aim to classify empathy and other basic and complex
emotions in human-human spoken conversations. Empathy underlies to the human ability to recognize,
understand and to react to emotions, attitudes and beliefs of others. While empathy and its different
manifestations (e.g., sympathy, compassion) have been widely studied in psychology, very little has
been done in the computational research literature. In this work, we investigated the occurrences of
empathy on the agent’s channel and other basic and complex emotions, such as anger, frustration,
satisfaction and dissatisfaction, on the customer’s channel, which were collected from call-centers. We
have designed binary classification systems to detect the presence of each emotional state. The auto-
matic classification system has been evaluated using call centers’ spoken conversations by exploiting
and comparing performances of the lexical and acoustic features.
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Situation Attention Appraisal Response 

Figure 3: The modal model of emotion [38].

Corpus The corpus includes 1, 894 randomly selected customer-agent conversations, which were
collected over the course of six-months, amounting to 210 hours of audio. These conversations were
recorded on two separate channels of 16 bits per sample and 8kHz sampling rate. The average length
of the conversations was 406 seconds.

Annotation Scheme for Spoken Conversations For the annotation, we followed the psycho-
logical definition of Hoffman [37], which states empathy as “an emotional state triggered by another’s
emotional state or situation, in which one feels what the other feels or would normally be expected to
feel in his situation”. In order to design the operational model of empathy annotation, we adopted the
modal model of emotion by Gross [38], where the appraisal processes of the unfolding of emotional
states are modeled sequentially.

In the psychological literature, it has been shown that temporal unfolding of emotional states can be
conceptualized and experimentally tested [39]. Gross has provided evidence that concepts such as
emergence — derivation from the expectations of relationships — and unfolding — sequences that
persist over time — may help in explaining emotional states. The modal model of emotions [38, 40]
emphasizes the attentional and appraisal acts underlying the emotion-arousing process. In Figure 3,
we provide the original schema of Gross model. The individuals’ core Attention-Appraisal processes
(included in the box) are affected by the Situation that is defined objectively in terms of physical or
virtual spaces and objects. The Situation compels the Attention of the individual; it triggers an Appraisal
process and gives rise to coordinated and malleable Responses. It is important to note that this model
is dynamic and the situation may be modified (directed arc from the Response to the Situation) by the
actual value of the Response generated by the Attention-Appraisal process. In this model, emotional
states are seen as a way of experiencing the world: they are distinct functional states [41], and the
appraisal acts describe the content of those functional states within a context.

Therefore, we believe that Gross’ model provides a useful framework for describing the dynamics of
emotional states within an affective scene1 [42], because not only it does focus on appraisal, but also
considers how responses are feeding back to the initial communicative situation.

In order to make it applicable in a real-life domain like the call center conversations, we operationally
defined empathy as “a situation where an agent anticipates or views solutions and clarifications, based

1“The affective scene is an emotional episode where one individual is affected by an emotion-arousing process that (a)
generates an emotional state variation, and (b) triggers a behavioral and linguistic response. The affective scene extends from
the event triggering the unfolding of emotions on both individuals, throughout the closure event when individuals disengage
themselves from their communicative context.” It is defined based on the emotion sequence between interlocuators. For
example, the sequence of emotional states between an agent and a customer could be Frustration (C) → Empathy(A) →
Satisfaction(C). A - Agent, C-Customer.
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on the understanding of a customer’s problem or issue, that may help in relieving or preventing the
customer’s unpleasant feelings”. For designing the annotation scheme, we have performed an extensive
analysis of one hundred conversations (more than 11 hours), and selected dialog turns where the
speech signal showed the emergence of both basic emotions, such as anger, and complex emotional
states such as frustration, and empathy.

Our qualitative analysis supported the hypothesis that the relevant speech segments were often char-
acterized by perceivable variations in the speech signal.

As expected, such variations sometimes co-occurred with emotionally connoted words, but also with
functional parts of speech, such as adverbs and interjections, which could play the role of lexical sup-
ports for the variations in emotional states. On the basis of the above observations, we have designed
an annotation scheme for empathy and other emotional states by taking into account the perception of
the variations in the speech signal as well as variations in the linguistic content of the utterances [43].

The annotation scheme includes the following recommendations for the annotators:
1. Annotating the onset of the signal variations that supports the perception of the manifestation of

emotions;
2. Identifying the speech segments preceding and following the onset position.
3. Annotating the context (left of the onset) and target (right of the onset) segments with a label of

an emotional state (e.g., frustration, empathy etc.).

The context of the onset is defined to be neutral with respect to the target emotional state label. We
have introduced neutrality as a relative concept to support annotators in their perception process of an
emotional state while identifying the support of the situational context.

In the annotation process, given the limited resources, our goal was to maximize the number of anno-
tated conversations. For this reason, we annotated only the first occurrence of a segment pair (e.g.,
neutral-empathy) within each conversation. Once candidate segment pair was selected, the annotators
could listen the speech segments as many times as needed to judge if the selected segment pair could
be labeled. After that, the annotator tagged the right of the onset of the segment pair with an emo-
tional label, and left of the onset was labeled as neutral. During the annotation process, annotator also
needed to focus on the boundaries of the speech segment.

Evaluation of the Annotation For our experiment, the annotation task was performed by two
expert annotators who worked on non-transcribed spoken conversations by following the annotation
scheme reported above. The annotators used the EXMARaLDA Partitur Editor [44] to perform their task.
They annotated Empathy on the agent channel, and Anger, Frustration, Satisfaction, Dissatisfaction
and on the customer channel. The annotators labeled Neutral on segment that appeared before any
emotional segment to define the context, as mentioned earlier. The inter-annotator agreement of the
annotation task is 0.74.

Experimental Methodology The importance of the automatic classification of empathy and other
emotional states has been highlighted in [45, 46] where behavioral analysis experiment has been con-
ducted by human experts in workplaces such as the call centers to evaluate the interlocutors’ affective
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behavior during the phone conversations. For designing the automatic systems, we first prepared the
dataset by applying some sampling techniques, then experimented with different set of features.

Data Preparation For the classification task, we designed binary classifiers for each emotion cat-
egory by considering whether particular emotion category exists in a conversant channel or not. For
each binary classifier, we prepared dataset using the following approach. If a conversation contains at
least one emotional event we labeled that conversation as a positive example, otherwise we labeled it
as negative, as also shown in Figure 4. Therefore, for empathy, positive are those that contain empathic
emotional marker and negative are those that are neutral. For frustration, satisfaction, dissatisfaction
and anger, positive examples are those that contain respective emotional marker and negative are
those that include neutral and other emotional markers.

In Table 5, we present the original distribution of the dataset, which we prepared for the classification
experiments. However, such skewed distributions result in lower classification performance. Therefore,
we down-sampled examples of majority classes by randomly removing them to make a balanced class
distribution for each category as shown in Table 6,.

Agent 
Channel 

Customer 
Channel 

Start of the 
conversation 

Negative 

Positive 

Negative 

Positive 

End of the 
conversation 

Flow of a conversation 

Contains empathic 

segment(s) 

Does not contain empathic segment(s) 

Contains emotional 

segment(s) 
Does not contain empathic segment(s) 

Figure 4: Data preparation for the classification experiments.

Table 5: Original distribution of the class labels.

Class Y N Total Y (%) N (%)
Emp 525 1250 1775 0.30 0.70
Ang 118 1776 1894 0.06 0.94
Fru 338 1556 1894 0.18 0.82
Dis 382 1512 1894 0.20 0.80
Sat 735 1159 1894 0.39 0.61

D3.3 Report on the para-semantic parsing of conversations (spoken and text)
| version 1.0 | page 22/43



Table 6: Class distribution after down-sampling of the majority class.

Class Y N Total Y (%) N (%)
Emp 530 636 1166 0.45 0.55
Ang 118 141 259 0.46 0.54
Dis 367 403 770 0.48 0.52
Fru 338 405 743 0.45 0.55
Sat 736 883 1619 0.45 0.55

Classification System In Figure 5, we present the architecture of the automatic classification sys-
tem, which takes a spoken conversation as input and generates a binary decision regarding the pres-
ence or absence of an emotional state. The recognition system evaluates the cues present throughout
the spoken conversation and then commits to a binary decision. In order to evaluate the relative impact
of lexical features, we used transcriptions obtained from an Automatic Speech Recogniser (ASR). We
extracted acoustic features directly from the speech signal and designed the classification systems. For
both acoustic and lexical features, we applied feature selection algorithms. We also investigated feature
combination to investigate the performance of different configurations of the system.

The ASR system that we used to transcribe the conversations was designed using a portion of the
data containing approximately 100 hours of conversations. The system has been designed using Mel-
frequency cepstral coefficients (MFCCs) based features with a splice of three frames on each side of the
current frame. Linear Discriminant Analysis (LDA) and Maximum Likelihood Linear Transform (MLLT)
feature-space transformations were used to reduce the feature space. We trained the acoustic model
using speaker adaptive training (SAT) and also used Maximum Mutual Information (MMI). Word Error
Rate (WER) of the system is 31.78% on the test set split [47].

Data 

Feature Combination 

Evaluation 

Feature Selection 

ASR Speech Transcription 

Feature Extraction 

{Empathy, Anger, 
Frustration, Satisfaction, 

Dissatisfaction} 

Figure 5: System for classification.
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Feature Extraction We used features of two types, Acoustic and Lexical. The use of large-scale
acoustic features was inspired by previous studies in emotion and personality recognition tasks, in
which low-level features were extracted and then projected onto statistical functionals [48, 49]. For
this study, we extracted features using openSMILE [33]. Before extracting features, we automatically
pre-processed speech signals of the conversations to remove silence at the beginning and end of
the recordings. We also removed silences longer than 1 second. The low-level acoustic features
were extracted with approximately 100 frames per second, with 25 − 60 milliseconds per frame. These
low-level descriptors (LLDs) were then projected onto single scalar values by descriptive statistical
functionals. The details of the low-level features and statistical functionals are given in Table 7.

Table 7: Low-level acoustic features and statistical functionals

Low-level acoustic features
Raw-Signal: Zero crossing rate
Energy: Root-mean-square signal frame energy
Pitch: F0 final, Voicing final unclipped, F0 final - nonzero
Voice quality: jitter-local, jitter-DDP, shimmer-local, log
harmonics-to-noise ratio (HNR)
Spectral: Energy in bands 250-650Hz, 1-4kHz, roll-off-
points (0.25, 0.50, 0.75, 0.90), flux, centroid, entropy,
variance, skewness, kurtosis, slope band (0-500, 500-
1500), harmonicity, psychoacoustic spectral sharpness,
alpha-ratio, hammarberg-index
Auditory-spectrum: band 1-10, auditory spectra and rasta
Cepstral: Mel-frequency cepstral coefficitnts (mfcc 0-3)
Formant First 3 formants and first formant bandwidth

Statistical functionals
Relative position of max, min
Quartile (1-3) and inter-quartile (1-2, 2-3, 3-1) ranges
Percentile 1%, 99%
Std. deviation, skewness, kurtosis, centroid, range
Mean, max, min and Std. deviation of segment length
Uplevel time 25 and rise time
Linear predictive coding lpc-gain, lpc0-1
Arithmatic mean, flatness, quadratic mean
Mean dist. between peaks, peak dist. Std. deviation, ab-
solute and relative range, mean and min of peaks, arith-
matic mean of peaks, mean and Std. of rising and falling
slope

We extracted lexical features from both manual and automatic transcriptions. To utilize the contextual
benefits, we extracted trigram features, which eventually results in a very large dictionary. Therefore, we
filtered out lower frequency features by preserving 10K most frequent n-grams. We then transformed
lexical features into bag-of-ngrams (vector space model) with logarithmic term frequency (tf) multiplied
with inverse document frequency (idf) – tf-idf, as presented in the equation 1. Here, we considered the
conversation as a document.

tf × idf = log(1 + fij)× log

(
number of conversations

number of conversations that include word i

)
(1)
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where fij is the frequency for word i in conversation j. It assigns a weight to each term of the conver-
sation. Its value is highest when the word, i, appears many time in a few conversation, which leads to
higher discriminating power for the classification. It is lower when the word appears fewer times in a
conversation and appears in many conversations, which represents less discriminating power.

Feature Selection and Combination We extracted a large number of features for both acoustic
and lexical sets. In order to reduce the computational cost and avoid overfitting we have chosen Relief
[50] as a feature selection technique. In a previous study [51], we comparatively evaluated this tech-
nique against other algorithms such as information gain, and it performed best in terms of classification
performance and computational cost. In order to select the best set of features, we ranked the features
according to the Relief’s score and generated feature learning curve by incrementally adding batches
of ranked features. Before applying feature selection, we discretized the feature values into 10 equal
frequency bins, where each bin contains an approximately equal number of values. For the feature
fusion, we merged acoustic and lexical features into a single vector to represent each instance.

Classification and Evaluation We designed the binary classification models using Support Vector
Machines (SVMs) [52]. Linear kernel of the SVMs was chosen in order to alleviate the problem of
higher dimensions of lexical and combination of acoustic + lexical features. We optimized the penalty
parameter C of the error term by tuning it in the range C ∈ [10−5, ..., 10] and the gaussian kernel
parameter G in the same range as well, using cross-validation.

At the feature fusion level, we applied feature selection on the combined acoustic and lexical features.
We then applied the feature selection process to the merged feature vector to obtain an optimal subset
of features.

We measured the performance of the system using the Un-weighted Average (UA), which has been
widely used in the evaluation of paralinguistic tasks [26]. UA is the average recall of positive and
negative classes and is computed as UA = 1

2

(
tp

tp+fn + tn
tn+fp

)
, where tp, tn, fp, fn are the number of

true positives, true negatives, false positives and false negatives, respectively. Due to the limited size
of the conversational dataset we used 10 folds cross-validation method.

Results and Discussion In Table 8, we report the performances of the classification system for
a single feature type and feature combination. We report them in terms of average UA of the cross-
validation and its standard deviation. We computed the baseline by randomly selecting the class labels,
such as empathy i.e., positive, and non-empathy i.e., negative, based on the prior class distribution of
the training set.

In the classification experiments, we obtained better results using lexical features compared to the
acoustic features. The linear combination of acoustic and lexical features did not perform well due to
the complexity of the large feature space. The other reason could be that the feature representation of
these two sets is different, i.e., dense vs sparse, which may increase the complexity of the task.

For each emotional category, performances are statistically significant with p < 0.05 compared to the
baseline. The significant test has been computed using two-tailed paired sampled t-test. The reason
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to compute oracle performance is to understand the upper-bound for each classification model, which
shows that a relative improvement, ranges from ∼ 15% to ∼ 21%, can be achieved for each case.

The results of anger vary a lot in each cross-validation fold, which we see from a high standard deviation.
The reason is that we have a very small number of instances for this emotional class. For dissatisfaction
performances are comparatively lower than other categories.

Table 8: 10 folds cross-validation results using different feature set. Ac: acoustic features, Lex (A): lexical features
from ASR transcription.

Experiments UA Avg (Std)
Emp Ang Fru Sat Dis Avg

Random baseline 49.0(4.5) 48.8(10.3) 50.2(5.7) 50.4(4.3) 49.7(5.0) 49.6(5.9)
Ac 58.8(4.8) 66.3(7.4) 61.3(4.9) 53.3(2.7) 55.2(5.7) 59.0(5.1)
Lex (A) 61.2(5.3) 76.3(6.5) 65.9(7.4) 62.3(3.1) 60.8(3.1) 65.3(5.1)
Ac+Lex (A) 59.0(3.5) 67.6(11.8) 63.0(4.8) 54.1(3.9) 57.6(6.3) 60.2(6.0)
Oracle 74.2(3.8) 84.7(3.4) 79.9(6.6) 80.9(2.1) 71.0(2.6) 78.1(3.7)
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3.3 Competitiveness in Overlapping Speech

Overlapping speech is a common and relevant phenomenon in human conversations, reflecting many
aspects of discourse dynamics. Understanding the dynamics of overlapping speech is crucial for con-
versational analysis and for modeling agent-client behavior. In this research work, we focus on the prag-
matic role of overlaps in turn-in-progress, where it can be categorized as competitive or non-competitive
[53]. Previous studies on these two categories have mostly relied on controlled scenarios, and hand-
crafted feature. On the contrary, in our study, we focus on call center data, with customers and oper-
ators engaged in problem-solving tasks. We also analyzed characteristics of overlaps in large feature
space using unsupervised techniques [54]. We designed a speech overlap annotation scheme in or-
der to annotate the competitiveness, in overlapping speech [53]. Our goal is to detect and classify the
non-competitive or competitive overlaps in the speech by using different feature groups and contextual
information. While doing so, we analyzed different acoustic feature groups, linguistic feature groups,
their combination and an optimal subset by using feature selection [53]. The details of the study can be
found in SENSEI deliverable D4.2 [55].
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4 Para-semantic Parsing of Social Media Conver-
sations

4.1 Stance Detection

Social platforms, such as Twitter, Facebook, Instagram etc., have attracted hundreds of millions of peo-
ple to share and express their opinions, feelings, emotions... These social platforms provide a wonderful
sandbox opportunity for mining opinion in natural language text. In recent years, the microblogging ser-
vice Twitter has emerged as one of the most popular and useful sources of user content, and recent
research has begun to develop tools and computational models for tweet-level opinion and sentiment
analysis. Recent research have been done in order to extend the detection of a generic sentiment, by
detecting stance in tweets.

Stance detection is the task of automatically determining from text whether the author of the text is in
favor of, against, or neutral towards a proposition or target. The target may be a person, an organization,
a government policy, a movement, a product, etc. This task is distinct from sentiment analysis in that
an in favor or against stance can be measured independently of an author’s emotional state.

For example, this tweet concerning the Brexit : ”The next James Bond will just be him spending 2 hours
in passport control at De Gaulle”. We can infer that the user is in favor to remain Britain in Europe.
Similarly, people often express stance towards various target entities through posts on online forums,
blogs, Twitter, Youtube, Instagram, etc. Automatically detecting stance has widespread applications in
information retrieval, text summarization, and textual entailment.

Stance detection task is often modeled as a classification problem which relies on features extracted
from the text in order to feed a classifier. Classical approach is to use neural network like Convolutional
Neural Network (CNN) and/or Recurrent Neural Network (RNN).

In machine learning and more precisely in neural network it’s common to begin learning of any new
task from scratch (ie. by randomly initializing the parameters of a neural network). This disregards any
knowledge gained by similar algorithms when solving previous tasks. Pre-trained hidden layer can on
the other hand, store the knowledge gained in one context and apply it to different, related problems.
This type of approach is particularly appealing when one lacks sufficient quantity of in-domain labeled
training data, such as when there are only a few hundred known examples of a target.

One strategy for performing pre-trained is to train the parameters of a neural network on multiple tasks:
first on an auxiliary task with plentiful data that allows the network to identify meaningful features present
in the corpus, then a second time using actual task data to tune and exploit those features learned in
the first pass.

In this study we propose for stance detection task to pre-train the hidden layer of neural network with
several sub-tasks such as hashtag prediction or sentiment analysis.

Our experiments on the SemEval 2016 corpus show that pre-train hidden layer obtains 65.93% f-
measure, whereas randomly initialize hidden layer obtains 59.60% f-measure (an absolute gain of 6
points).
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The same method was applied for the SENSEI WP6 demo on the Brexit usecase.

Task and Evaluation In this paper, we use the Stance dataset proposed during the SemEval
2016 [56]. The Stance Dataset was partitioned in two tasks: Task A (supervised framework) and Task
B (weakly supervised framework). In Task A, a training data is available and can be used in a standard
supervised stance detection task. In Task B, no training data labeled with stance towards was available.
However, some very minimal labeling is permitted. For example, labeling a handful of hashtags.

Possible stances were : FAVOR, AGAINST and NONE where the latter served both as an indicator of a
tweet not being related to the target, as well as the tweet being neutral towards the target.

In Task A, the dataset consisted of 2814 tweets in the train set and 1249 in the test set divided into
five targets : Atheism (Atheism), Climate Change is a Real Concern (Climate), Feminist Movement
(Feminist), Hillary Clinton (Hillary), and Legalization of Abortion (Abortion).

Class balance varied between topics, with some topics showing significant skew (e.g. Climate Change
is a Real Concern with 4% AGAINST and 54% FAVOR) while others were more balanced (e.g. Feminist
Movement with 49% AGAINST and 32% FAVOR). Approximately 74% of the provided tweets were
judged to be either in favor or against,

In Task B, the dataset contained only test data, no training. We worked on the Donald Trump target:
tweets in favor or against Trump as a candidate for the 2016 US presidential election. Table 9, shows
the number and distribution of instances in the Stance Dataset.

Table 9: Stance distribution according to targets and corpora

Overview of instances in Train Overview of instances in Test
Targets #Train %Favor %Against %None #Test %Favor %Against %None
Atheism 513 17.9 59.3 22.8 220 14.5 72.7 12.7
Climate 395 53.7 3.8 42.5 169 72.8 6.5 20.7
Feminist 664 31.6 49.4 19.0 285 20.4 64.2 15.4
Clinton 689 17.1 57.0 25.8 295 15.3 58.3 26.4
Abortion 653 18.5 54.4 27.1 280 16.4 67.5 16.1
Trump - - - - 707 20.93 42.29 36.78

The official evaluation measure was the macro-average of F-score for FAVOR and AGAINST across all
targets, meaning that weak F-score performance on an unbalanced label distribution for a target could
be compensated for by the overall good performance on other targets. Note that the label NONE was
ignored during the evaluation. Consequently, misclassifying FAVOR or AGAINST as NONE (or vice
versa) was penalized less than misclassifying FAVOR as AGAINST (or vice versa).

A CNN-based method Deep learning models have been shown to produce state-of-the-art perfor-
mance in various domains (vision, speech, etc...). Convolutional Neural Networks (CNN) represent one
of the most used deep learning models in computer vision (LeCun and Bengio, 1995). Recent work has
shown that CNNs are also well suited for sentence classification problems and can produce state-of-
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the-art results (Tang et al., 2014a; Severyn and Moschitti, 2015). The difference between CNNs applied
to computer vision and their equivalent in NLP lies in the input dimensionality and format. In computer
vision, inputs are usually single-channel (eg. grayscale) or multi-channel (eg. RGB) 2D or 3D matrices,
usually of constant dimension. In sentence classification, each input consists of a sequence of words of
variable length. Each word w is represented with a n-dimensional vector (word embedding) of constant
size. All the word representations are then concatenated in their respective order and padded with
zero-vectors to a fixed length (maximum possible length of the sentence).

The word embeddings we use are based on an approach for distributional semantics which represents
words as vectors of real numbers. Such representation has useful clustering properties, since it groups
together words that are semantically and syntactically similar (Mikolov et al., 2013). For example, the
word coffee and tea will be very close in the created space. The goal is to use these features as input
to a CNN classifier.

Pre-trained Layer In the baseline system our CNN Stance classifier system is directly trained on
the training corpus for each target presented in table 9. Our contribution is to perform pre-training of
the CNN layers on related subtasks for which larger quantities of training corpus were available with
respect to the stance classification task.

We considered here 3 sub-tasks for pretraining the network, described as follows:

• Sentiment analysis: Sentiment analysis is closely related to stance detection. The ideological
stance of a person normally influences his/her sentiment towards different ideological topics. Ac-
cordingly we decide to identify the overall sentiment of each sentence in the given tweet and use
this sentiment as a possible indicator of a tweeter’s stance. Our assumption is that since tweets
are inherently short in length, we can assume that the expressed sentiment targets the ideological
topic the tweet is discussing. We used the SEMEVAL tweet opinion corpus to pre-train our CNN
to predict sentiment labels.

• Hashtag prediction: hashtags can be seen as concept tags added to disambiguate a short mes-
sage. The sub-task considered here consists in training the CNN to predict hashtags for a given
text string We first collect tweets related to the target, list all the hashtags occurring in these tweets
and keep the N most frequent ones Then we train the CNN on predicting these N labels (and the
label none) The network obtained after training is used as pre-training for the stance classification
task.

• Hashtag-stance prediction: For some targets the hashtags are highly indicative of the stance.
For example, in the tweet Rethink your beach clothes. Bc it may oppress some people!!

#thisoppresseswomen the hashtag is fully indicative of the stance. Similarly, for the Brexit target, a
hashtags such as: #strongerin is not ambiguous relative to the global meaning of the messages
containing it. This pretraining is quite similar to the hashtag prediction one, except that we list a
small set of non-ambiguous hashtags and group them according to their opinion (favor or against).
We perform here a semi-supervised training for the stance classification task.

Results on Semeval 2016 - TASK A We tested the system on the data provided by the Semeval
2016 shared task 6: detecting stances in Tweets. The results for task A are reported in Table 10.
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Table 10: Results on semeval 2016 Task A and B (Semeval score)

Task A Task B
Methods Overall Atheism Climate Feminism Hillary Abortion Trump
Baseline 59.60 63.04 41.27 44.94 54.69 53.68 27.64
Sentiment analysis 59.86 60.76 36.91 49.61 53.19 52.91 -
Hashtag prediction 65.45 67.20 39.75 54.20 53.96 65.66 -
Hashtag-Stance 65.76 65.64 40.65 54.91 53.47 61.94 -
All 65.93 62.60 42.21 53.79 54.04 64.20 37.99

As we can see pre-training always brings an improvement over the baseline, however as expected this
improvement is more important if the pretraining is closely related to the task. Sentiment analysis which
consists of a different task on a different corpus that the target ones only brings a very small gain.
Hashtag-Stance that is very close to the final task on a similar corpus is the best pre-training method,
at a very reasonable cost since it only needs supervision for selecting a small set of non-ambiguous
tags. The Hashtag prediction is a very interesting pre-training method since it does not require any
supervision, while achieving improvement over the baseline (over 5% absolute improvement).

For Task B were no training data was available, our pre-training process gave a large improvement of
10% compared to the baseline trained on the corpora of Task A.

Table 11: results on the Brexit usecase

Class Recall Precision FMeasure
FAVOR 0.7319 0.7799 0.7551
AGAINST 0.7658 0.7412 0.7532
Accuracy 0.7569

Application to the Brexit usecase The same method has been applied to the SENSEI Brexit
usecase studied in year 3. From the Brexit corpus collected in WP2 we selected a set of tweets
with hashtags. The top 200 hashtags have been manually labelled as pro or against Brexit. All the
tweets containing a pro or against hashtag were selected to form a training corpus for our CNN stance
classifier. We obtained a training corpus of 411K tweets, balanced between the two stances.

For the test corpus we used only 4 non ambiguous hashtags: #strongerin, #strongerout, #betterin,

#betterout. All tweets containing #strongerin and #betterin were considered as against Brexit, and
all tweets containing #strongerout and betterout were considered as in favor of the Brexit. We re-
moved these tweets from the training corpus and considered them as the test corpus (1115 tweets).
This was a cheap method for obtaining a test corpus with very limited supervision. One issue with this
method is that it is not possible to have a none label in the evaluation corpus.

The results obtained after the same pre-training method as the one used for Semeval are displayed in
table 11. As we can see we obtained an accuracy of 75% although very little supervision was needed
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to obtain the training corpus.
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4.2 Mood Extraction in Social Media

The extraction of mood from social media text is becoming more and more important, and can be
considered an evolution of sentiment analysis. Data from social media includes news articles or other
multimedia contents, user’s generated content such as likes, dislikes, emotions and tastes. Exploiting
the CorEA dataset collected during periods 1 and 2 of the SENSEI project, we used 5 classes of user-
declared mood dimensions: indignation, sadness, amusement, worry and satisfaction. In Figure 6, we
present a spider plot with reference mood scores selected from a set of comments.

Experimental Methodology We investigated two different approaches for the prediction of mood
from social text: 1) we trained a system that can predict the mood score for each mood category from the
articles and comments, 2) we trained classification models to classify either positive or negative mood.
For the experiments, we utilized a different set of features, which include word-ngrams, character-
ngrams, stylometric, psycholinguistic and ngrams of part-of-speech. Our investigated mood categories
include amused, satisfied, disappointed, worried and indignant.

Figure 6: Spider plot of the reference mood scores from the selected comments. Amu- Amusement, Dis-
disappointment, Indig-indignation, Sat-satisfaction, Wor-worried.

Feature Extraction We experimented with different sets of features for the prediction of the mood
in social media. The features we used are reported below:

Word-ngram We investigated the bag-of-word-ngrams, with 3 >= n >= 1, and their logarithmic term
frequencies (tf) multiplied with inverse document frequencies (idf) – TF-IDF. Even-though bag-of-words
model has many drawbacks such as data sparsity and high dimensionality. However, it is simplest
and has been work well in most of the text-based classification task. As the bag-of n-grams approach
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results in a large dictionary, which increases computational cost, therefore, we select 5K most frequent
n-grams.

Character-ngram Similar to the bag-of-word-ngrams, we also extracted and evaluated bag-of-character-
ngrams, with 6 >= n >= 2. The motivation of experimenting with this feature set is due to its success
in sentiment classification task as reported in [57].

Part-of-Speech features (POS) To extract POS features we used TextPro [58] and designed the
feature vector using bag-of-ngram approach, with 3 >= n >= 1.

Stylometric Features The use of stylometric features has its root in the domain of authorship iden-
tification [59, 60, 61, 62]. Its use has also been reported for the text categorization and discourse
classification problems [63, 64]. In authorship identification task, the stylometric features is defined
as different groups such as lexical, syntactic, structural, content specific, idiosyncratic and complexity-
based [63, 60, 62]. In this work, we use the term stylometric to refer to the complexity-based features
reported in [65, 66]. Stylometric features are reported in detail in Figure 7.

Psycholinguistic Features To extract the psycholinguistic features from the articles and com-
ments we utilized Linguistic Inquiry Word Count (LIWC) [67], which is a knowledge-based system de-
veloped by Pennebaker et al. over the past few decades. The uses of these features have been studied
in different research areas of psychology and sociology, and mostly used to study gender, age, person-
ality, honesty, dominance, deception, and health to estimate the correlation between these attributes
and word use [68, 69]. The success of these features has also been reported in literature [70, 49, 42].
The types of LIWC features include the following:

• General: word count, average number of words per sentence, a percentage of words found in the
dictionary and percentage of words longer than six letters and numerals;

• Linguistic: pronouns and articles.

• Psychological: affect, cognition, and biological phenomena.

• Paralinguistic: accents, fillers, and disfluencies.

• Features about personal concern include work and home.

• Punctuation and spoken categories.

Since it is a knowledge based system, therefore it is packaged with dictionaries for different languages
including Italian. For this work, we used the Italian version of the dictionary [71]. It contains a total of
102 features. The LIWC feature processing differs according to types of features, which include counts
and relative frequencies, see [69].

Mood Prediction System We defined the prediction of moods as a regression task, where we have
to predict one score for each of the five mood dimensions. For the mood prediction experiments, we
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Figure 7: Stylometric features in detail.

utilized Random Forest as a learning algorithm [72]. It is a decision tree based algorithm where each
decision tree is generated by randomly sampling instances and features, then the score of the forest is
computed by averaging the scores from the trees. For this experiment, the number of the tree is set to
100.

We used development set to do some preliminary experiments, then, to obtain the results on the test
set, we trained the model by combining training and development set. For each task and feature set,
we normalized each feature to have zero mean and unit variance.

Since mood dimensions do not require manual annotation and are available as metadata from cor-
riere.it, the source of data of the CorEA corpus, we decided to collect much more data than the one
provided in the CorEA corpus for training. We collected 2200 articles (CorEA has 26) and the associ-
ated 300K comments (CorEA has 2900). As a part of preprocessing, we filtered some data to remove
the outliers, for each mood category, for articles and comments, respectively. Outliers are computed
based on the mood scores appeared independently in each mood category of the articles and com-
ments. After that data was partitioned into the train, development and test set with 60%, 20%, and 20%
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respectively. As a part of preprocessing, we removed URLs from the text even though the URL itself
represents some information. We observed that there are similar distributions in the mood categories
for both articles and comments. A lexical analysis has been performed on articles and comments to
understand the complexity of the task. We observed that for the article the average number of the token
is 550 per article with maximum 3,188 and minimum 44. Whereas for comment, the average is 44 with
maximum 285 and minimum 1 token.

Results and Discussion We measured the performance of the mood prediction system using
Root-Mean-Square-Error (RMSE). We computed the baseline results by randomly generating the scores
using the gaussian distribution based on the prior mean and standard deviation, as presented in 12 and
13.

Table 12: Baseine results. Randomly selected from gaussian distribution based on prior mean and standard
deviation.

Type Amu Dis Indig Sat Worr Avg
Articles 0.13 0.15 0.38 0.37 0.13 0.23
Comments 0.17 0.18 0.35 0.23 0.17 0.22

Table 13: Detailed results for the prediction of mood scores. Prediction scores are evaluated using RMSE, the
lower is the better.

Class Word-ngram Char-ngram POS Style LIWC
Articles

Amused 0.100 0.100 0.102 0.120 0.102
Disappointed 0.108 0.112 0.116 0.128 0.120
Indignant 0.266 0.274 0.280 0.247 0.278
Satisfied 0.267 0.276 0.271 0.166 0.275
Worried 0.095 0.096 0.099 0.118 0.099
Avg 0.167 0.172 0.174 0.156 0.175

Comments
Amused 0.118 0.119 0.119 0.119 0.120
Disappointed 0.126 0.128 0.127 0.128 0.128
Indignant 0.244 0.246 0.246 0.246 0.247
Satisfied 0.164 0.165 0.165 0.165 0.166
Worried 0.117 0.118 0.118 0.118 0.118
Avg 0.154 0.155 0.155 0.155 0.156

We obtained better results with word-ngram for the mood categories of the articles. For the comments,
we also obtained better results with word-ngram and almost similar results across other feature sets.
Our results for the articles and comments are statistically significant (p < 0.05) compared to the random
baseline. The overall results for the articles are better with the stylometric feature set, where word-
ngram provides second best results.
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5 Conclusions

We presented our contributions to the design of computational models for five different para-semantic
tasks, including empathy, mood, competitiveness, stance and problem detection for automatic conver-
sation analysis. We selected the tasks in such a way to maximize usefulness in the target SENSEI
objectives, as well as novelty for the scientific community. In particular there are few previous works
on empathy, stance and Agreement/Disagreement treated as computational tasks for automatic con-
versation analysis. All the results of the systems reported here, both on call center and social media
conversations are very promising compared to the baselines. Many of the systems presented here, as
well as Agreement/Disagreement structures classifiction, reported in D4.3, were succesfully exploited
for summarisation of human-human conversation (described in D5.3) and provide useful information not
covered by the semantic modules. The evaluation of the effectiveness of the para-semantic modules is
reported in D1.4.
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